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Causes and Consequences of 
Nonuniqueness in an 
Elastic/Perfectly-Plastic Truss 
A complete solution to collapse is given for a three-bar symmetric truss made of an 
elastic/perfectly-plastic material, using linear statics and kinematics, and the solu­
tion is found to be partially nonunique in the range of contained plastic deforma­
tion. The introduction of a first-order deviation from symmetry and/or the inclu­
sion of first-order nonlinear terms in the equilibrium equations is found to restore 
uniqueness. The significance of these effects is analyzed and discussed from 
mathematical, physical, modelling, computational, and engineering points of view. 

1 Introduction 

In the linear theory of elasticity the solution to a "well-
defined boundary-value problem" is known to exist and be 
unique. However, for an elastic/perfectly-plastic material 
neither of these facts is obvious. Indeed, if the load is equal to 
the so-called "yield-point load" the solution ceases to be 
unique; beyond this load no solution exists. 

The mathematical description of a boundary-value problem 
for an elastic/perfectly-plastic material involves partial dif­
ferential equations and nonlinear constitutive relations. 
Further, if actual answers are required, it is necessary to ap­
proximate the structure with a numerical model. Thus the dif­
ficulty in combining mathematical rigor and physical intuition 
in the discussion of such questions as uniqueness is com­
pounded by the necessity of distinguishing between the true 
nature of the continuum model and aspects introduced by the 
numerical model. 

However, many features of the general continuum are pre­
sent in much simpler structures where they can be more clearly 
discussed. As an illustration of this approach, the present 
paper is concerned with a particular simple three-bar plane 
truss. 

We begin by defining a "well-defined equilibrium problem" 
for trusses as one in which the applied forces and 
displacements at the joints are such that: 

(a) overall equilibrium is not violated; 
(b) overall displacement constraints prescribe a unique 

allowable rigid-body motion (usually zero); 
(c) at each joint in each of two independent directions 

either the displacement or the applied load is prescribed. 

It is not difficult to prove that the solution to any well-defined 
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equilibrium elasticity problem is unique. Indeed, if two solu­
tions exist and are denoted by primes and double primes, then 
it follows from the principle of virtual work that 

W " / ' -F, ")(e,-' - e , " ) = EJoint,(P;' -P,")-(u,- ' - u , " ) (1) 

where F, and e, are the bar force and elongation, respectively, 
and Vj and uy are the respective force and displacement vec­
tors at joint./'. If each solution satisfies condition (c) above and 
we write the scalar product in terms of components in the in­
dependent prescription directions, then either P'?=P" or 
u'=u" in each term on the right. Further, if each bar is 
elastic, then 

F, = k,e, (2) 

where the stiffness k, is positive. Thus equation (1) becomes 

Ebars^(e/ '-e,")2 = 0 (3) 

which clearly requires that each e,' = e," and hence each 
Fj'=Fj". Equilibrium equations then show each P y ' = P j " , 
and truss kinematics plus condition (b) above lead to each 
u / -Uj•" =0 . Therefore, the solution is unique. 

Let us generalize the material behavior of equations (2) to 
an "elastic/perfectly-plastic" truss where each bar behaves 
elastically under small bar forces but can elongate indefinitely 
when Fj reaches a certain limiting value Yf with similar 
behavior in compression. Thus during any sufficiently small 
time interval each bar is 

EITHER 
Elastic 

OR Plastic 

(F,2 < F,2 AND AF, = £,Ae,) (4a) 

(F ,2=r , 2 F,Ae,>0) (4b) 

Consider first any well-posed equilibrium boundary-value 
problem where any prescribed displacements are zero and the 
loads Py are such that every bar is elastic. Clearly the same 
unique solution will hold as in the ideally elastic truss. 

Now consider this same truss under the set of loads XPy 
where X is slowly increased from X = 1. So long as F,-2 < K,-2 for 
each bar, the truss will remain fully elastic and the unique 
solution will increase in proportion to X. However, for some 
critical value X„ one or more bars will have their force 
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F, = ± Y-, and for larger values of X some bars will be plastic. 
For a truss with a sufficient degree of indeterminancy enough 
bars remain elastic to support further increases in X, but even­
tually a second critical value \L is reached at which the truss 
becomes a mechanism and no further load increases are 
possible. 

Clearly the displacements of a mechanism motion are not 
unique, but the situation with regard to uniqueness is not as 
clear in the range of "contained plastic deformation" when 
X e<X<X i . When even one bar reaches yield, the uniqueness 
proof above breaks down, since any two solutions which in­
cluded plastic behvior for that bar would furnish F,-' = Fj" but 
give no information about either e,' or e,". In most examples 
and applications it turns out that uniqueness does hold in the 
range of contained plastic deformation, but extremely simple 
counter examples can be constructed in which more than one 
displacement solution exists for all loads with X>XC. 

In Section 2 we shall review a simple example of a 3-bar 
truss (Hode and White, 1980). In particular, we will note that 
any of several infinitesimal changes in the defmition of the 
problem would render the solution unique up to X = XL. In 
Sec. 3 we will examine one such variation by introducing an 
additional horizontal load aP, and we will study the limiting 
case as a tends to zero. 

Section 4 will show that if we require equilibrium in the 
deformed position, rather than in the original configuration as 
is normally done in a linear analysis, then the change in 
predicted values can be expressed in terms of the small 
parameter P = oy/E which is determined by the physical pro­
perties of the bar materials. The original problem now has a 
unique solution, but as a tends to zero in the varied problem, 
the predictions are quite different than in Section 3. 

In Section 5 we attempt to solve the above models by the 
prepared computer program ADINA (1981). Finally, the 
paper concludes with a discussion of the relation between the 
various model solutions and the physical behavior to be ex­
pected from a "real" truss. 

2 Nonunique 3-Bar Truss 

The 3-bar truss in Fig. 1 has been used to point out many in­
teresting facets of elastic/plastic truss behavior (Hodge and 
White, 1980; Hodge, 1958; Prager, 1948; Freudenthal, 1954). 
All bars have the same Young's modulus E and cross-sectional 
area A, but the yield stress for the diagonal bars is ay whereas 
that for the vertical bar is 3 ay. We begin by using an asterisk 
to define all real physical variables and defining dimensionless 
quantities as follows: 

\ = oy/E P = P*/Aov F,=F.*/Aa. 
Jy * , * , , **uy 

u = u*/0H v=v*/l3H e, = ej*/pH (5) 

where / / i s defined in Fig. 1. 
The static and kinematic equations are trivial and can be 

written in incremental form as 

A F , - A F 3 = 0 (6a) 

AF, + AF3 + V2AF2 = V2AP (6b) 

Ae, = (Av + Aw)/V2 Ae2 = Av Ae3 = (Av - Aw)/V2 (7) 

Equations (4) and (7) can be combined for each bar to obtain 

Bar 1 Elastic - 1 < F , < 1 AFt=(Av +Au)/2 (8a) 

Plastic F, = ± l AF ,=0 Fi(Av + Au)>0 

(8b) 

Bar 2 Elastic - 3 < F 2 < 3 AF2 = Av (8c) 

Plastic F 2 = ± 3 AF2 = 0 F2Au>0 (8d) 

Bar 3 Elastic - 1 < F 3 < 1 AF3 = (Av-Au)/2 (8e) 

Plastic F 3 = ± l AF 3 =0 F3(Ay-Aw)>0 

(8J) 

//Y////////A/////////?/// 

Fig. 1 Three-bar truss with vertical load 

As the load P is slowly increased from zero, all three bars 
will start from zero force and be elastic, hence we can use the 
integrated form of equations (6) and (8a,c,e) to obtain 

Stage 1 

M = 0 u = F 2 = (2-V2)P F , = F 3 = (1-1/V2)P (9) 

In view of the different yield stresses, the diagonal bars will 
yield first, and the limit of Stage 1 is 

Stage \L 

P = 2 + \f2 u = 0 y = F , = 2 F , = F , = 1 (10) 

As the load P is further increased both diagonal bars will 
yield, hence we use equations (8b, c, f) with equations (6). 
However, these equations are not independent since equations 
(8b, f) show that AFj = AF3 = 0 which automatically satisfies 
equation (6a). The five equations (8b, c,f) and (6 a, b) do pro­
vide unique values for the increments of forces and vertical 
displacement, but only provide bounds for the horizontal 
displacement: 

Stage 2 

AF, = A F 3 = 0 AF2 = Av = AP - A P < A w < A P (11) 

Adding these increments to equations (10) and determining P 
so that F 2 = 3, we obtain the limiting solution 

Stage 2L 

P = 3 + V2 F , = F 3 = 1 F 2 = y=3 - 1 < H < 1 (12) 

At this load all bars are plastic. Equations (8b, d, f) now 
automatically satisfy both of (6) with AP=0 , hence the 
mechanism motion at the yield-point load has two degrees of 
freedom with Au and Ay subject only to inequalities 

Stage 3 (mechanism) 

P = 3 + V2 F , = F 3 = 1 F2 = 3 

A y > 0 - A t i < A w < A i ; (13) 

The nonuniqueness of the motion in Stage 3 has been long 
known and is implied in the very name of mechanism. 
However, the nonuniqueness in Stage 2, when the truss is still 
capable of handling increased load is a more subtle 
phenomenon. It can be examined from mathematical, 
physical, computational, or modelling points of view. 

Mathematically, it occurs because the simultaneous oc-
curance of yield in two bars at stage 1Z, leads to the 
homogeneous equilibrium relation (equation (6a)) becoming 
redundant in Stage 2. Thus the total system of 5 equations 
becomes singular and cannot be solved uniquely. 

Physically, we could think of the general motion permitted 
in Stage 2 as a combination of a vertical motion Ai; = AP 
which stretches each plastic bar by an amount Ay/V2, together 
with a horizontal motion Au. If Au were positive, this latter 
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Fig. 2 Truss with small horizontal load component 

motion by itself would compress bar 3 which would not be 
permissible at tensile yield. However, the physical requirement 
of extension applies only to the total motion which includes a 
positive Av, hence the only restriction is given by the ine­
qualities in equation (11). The computational aspects will be 
discussed in Section 5. 

From a modelling viewpoint, any of several infinitesimal 
changes in the model will remove the singularity, produce a 
unique value for u, and create at most infinitesimal changes in 
the other variables. If the symmetry of the problem is changed 
ever-so-slightly by an alteration of area, stiffness, strength, 
load, or node position, then bar 1, say, will become plastic 
while bar 3 is still just short of yield. Then Stage 3 would use 
equations (8b, c, e); equation (6a) would no longer be an iden­
tity, but would contribute the information AF3 =0; equation 
(8e) would then provide the unique solution 

Au = Av (14) 

Further, since AF3 = 0, Stage 2 would continue as before until 
bar 2 yielded. The resulting mechanism motion would have 
one degree of freedom with bar 3 rotating as a rigid body sub­
ject to equation (14) corresponding to the right-hand limit of 
the last inequality in equation (13). 

However, if the change from symmetry is in the opposite 
sense, bar 3 will yield while bar 1 remains elastic and equation 
(14) will be replaced by 

Au=-Av (15) 

corresponding to the left-hanf inequality in equation (13). 
Another possibility is to allow for infinitesimal strain 

hardening. If both bars 1 and 3 harden equally, the symmetric 
solution Au = 0 will become unique, but if there is any dif­
ference in the hardening of bars the solution will still be 
unique but any value of u satisfying equation (11) may be ob­
tained by a suitable ratio of the hardening coefficients. 

Uniqueness of solution will also result if we account for the 
additional stiffening effect of the bars produced by their 
elastic elongation. However, we will postpone discussion of 
this effect until we have examined in detail the consequences 
of altering symmetry in a specific manner in the next section. 

3 Truss with Small Horizontal Load Added 

Let us suppose that as before the truss geometry in Fig. 1 is 
precisely symmetric, that bars 1 and 3 are identical in all their 
measurements and properties, and that there is absolutely no 
strain hardening. However, let us allow for a minute deviation 
in the direction of the applied load. Thus instead of the 
problem in Fig. 1, we consider the truss problem in Fig. 2, 
where a is a small, dimensionless parameter; for definiteness 
we take a > 0 . 

Equations (6b) and (8) are still applicable, but equation (6a) 
is replaced by 

Fig. 3 Motion of loaded point 

AF, - AF3 = VlaAP (16) 

The fully elastic solution is obtained from equation (6b), (16), 
and (8a,c,e): 

Stage 1 

u = \[2aP v=F2 = (2-^f2)P 

F, = (1 - 1/V2 + a/V2)P F3 = (1 - 1/V2 - a/V2)P (17) 

For any positive a, bar 1 yields first with the following values: 

Stage IF 

P = ( 2 + V2)[l-(V2+l)a] 

« = 2(V2+l)a y = F2 = 2-2(V2+l)a: (18) 

F, = l F3 = l - 2 ( V 2 + l ) a 

where we have kept only first-order terms in a. 
With bar 1 plastic we use the equations (86, c, e), (6b), and 

(16) to obtain the incremental solution: 

Stage 2 

A« = [l + (l+2V2)a]AP Av = AF2 = (l+a)AP 

AF, = 0 AF, = - V2aAP - , - » « , - 3 - - v « « ~ (19) 

We note that AF3 is negative, and hence for a reasonably 
small bar 3 will remain elastic. Therefore, Stage 2 ends when 
bar 2 becomes plastic: 

Stage 2L 

AP=1+(2V2+1) 

M=l+2(3V2 + 2)a 

F, =1 

P = 3 + V2-(3 + V2)a 

v = F2 = 3 (20) 

F3 = l-(3V2 + 2)o: 

In Stage 3 bars 1 and 2 are plastic. Equations (6b), (8b, d, 
e), and (16) cannot be solved for a prescribed P but require the 
following: 

Stage 3 (mechanism) 

AF = AF,=AF 2 = AF 3=0 Av = Au>Q (21) 

Clearly this is a mechanism motion under the yield-point load 
P L = (3 + V2)( l -a ) . 

The solid curves in the right half of Fig. 3 show the motion 
of the loaded point for various a. To the scale used values of 
a< 10~3 will not be any different than a= 10~3. In particular, 
the curve OAB will also be the limit curve as a tends to zero 
from above. 

The preceding analysis is for the case a > 0. Clearly, if a < 0, 
i.e., if the horizontal component is directed to the left, the 
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roles of bars 1 and 3 will be interchanged and the signof u will 
be reversed. In particular, we obtain curve OAB' as the limit 
curve when a tends to zero from below. 

Both OAB and OAB' are admissible curves for the non-
unique solutions obtained in Section 2 where a is set equal to 
zero at the outset. Indeed, any curve in the open wedge B'AB 
whose slope satisfies dv> \du\ is an admissible nonunique 
solution to that ideal problem. 

The solid curve in Fig. 4 shows the horizontal displacement 
u as a function of a when the vertical displacement is v = 4. 
Note that both scales are nonlinear. It is clear from either Fig. 
3 or Fig. 4 that the motion is unique for any fixed positive 
value of a, hence the horizontal displacement u is a unique 
function of the load P. Furthermore, as the parameter a tends 
to zero, this motion will approach a unique limit which is very 
close to its value when a = 10 ~~3. The same statements apply to 
negative values of a, but the two limits are distinctly different. 
Finally, a direct analysis with a = 0 leads to a nonunique solu­
tion which includes all possibilities between the two above 
limits. These points will be commented on further in Section 6. 

4 Deformed Equilibrium Approach 

The geometrically linear theory used in the two preceding 
sections is based on the neglect of various small quantities. 
However, as we have seen, small values of the horizontal load 
parameter a can have a large effect on the motion of the truss 
vertex. Therefore, it seems natural to ask if any of the 
neglected small effects might have large consequences. In par­
ticular, we consider the change in effective stiffness due to 
small displacements. Since Fig. 1 can be treated as the special 
case a = 0, we examine this effect for the truss in Fig. 2 by 
replacing the equilibrium relations (equations (16) and (6b)) 
with equilibrium requirements derived from Fig. 5. Using the 
same dimensionless variables and keeping only first order 
terms in the small parameter /3, we obtain 

AF, - AF3 + (|8/2)[(F3 + F , + 2V2F2)A« 

+ (F3-F,)Ai;]=V2aAP 

AFj + AF3 + V2AF2(,8/2)[(F3 - F , ) A M 

+ (F3+F l)Ay] = v,2AP 

For simplicity, we continue to use the linear equations (8);-the 
introduction of nonlinear terms there would not change the 
qualitative results. 

Strictly speaking, equations (22) are nonlinear differential 
equations. Since the nonlinear terms are all multiplied by the 
small parameter /3, we shall linearize them by using ap­
propriate constant values for the forces in the terms multiplied 
by /3. In effect, we replace the differential equation by taking a 
single linear difference equation for each stage of the solution. 

aP 
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Fig. 5 Equilibrium of deformed truss 

We regard both a and /3 as small compared to unity and 
neglect all terms a2, a/3, /32, etc. Therefore, we need only the 
zero-order terms for the forces in equations (22). At the end of 
Stage 1, it follows from equations (18) that the zero-order 
forces are Fl = F 3 = 1, F 2 = 2. since all F,- = 0 at the beginning 
of the stage, their average values during Stage 1 are 

= F , = '/2 F , = l (23) 

The solution of equations (22) and (8a, c, e) with F, given by 
equation (23) is 

Stage 1 

Au = <f2aAP Av = AF2 =V2(V2- 1)[1 - ( V 2 - l)/?/2]AF 

AF, = [(V2 - 1)/V2][1 - (V2- 1)0/2 + (V2+ l)a]AF (24) 

AF3 = [0 /2- 1)/V2][1 - (V2- 1 )0 /2 - (V2+ l)a]AP 

The stage ends when bar 1 becomes plastic at the load 

Stage XL 

F = ( 2 + V2)[l + (V2-l)(3/2-(V2+l)a] (25) 

With this load, the forces and displacements at Stage XL all 
have the same values as in equations (18) for the geometrically 
linear theory (to within first-order terms). 

In Stage 2, bar 1 is plastic and, to zero-order terms, 
Fx =/?3 = 1 throughout the stage. Therefore, using (86, c, e) we 
can write equation (22) as 

[1 + 2/3(1 + V2F2)]AM -AV = 2V2aAP 

-Aw+[(l+2V2) + 2|3]Ay = 2V2AP (26) 

where we have not yet assigned a value to F 2 , but have treated 
it as a constant. To within first-order terms the solution of 
equation (26) is 

Stage 2 

Au = IX + (1 + 2V2)a - [(2 + V2) + (1 + 2V2)F2]/3 j AP (21a) 

Au = AF2 = [ l + a - ( V 2 + F2)/3]AP (27b) 

AF, = 0 AF, = [(1 + V2F2)/3 - V2a]AF (21c,d) 

The essential difference between equations (27) and equa­
tions (19) for the linear case is that now F3 will increase for 
sufficiently small a so that it is not clear whether bar 2 or bar 3 
will be the next to yield. Therefore, we consider the two cases 
separately. If bar 2 yields next, the final value of F2 is F2 = 3 
hence its average value during the stage is F 2 = 2.5. The solu­
tion at the end of the stage is then 

Stage 2LA 

A F = l + (2V2+l)a + (V2 + 5/2)/3 (28a) 

AF3 = (1 + 5V2/2)/3 - V2a (28)b) 

F,=X F 2 = 3 F = 3 + V2 u=\ i> = 3 (28c) 
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F3 = l + ( l + 5/V2)|3-(3V2 + 2 ) a < l (28d) 

f = a//3>(13-2V2)/14 = 0.727 (28e) 

In equations (28) we have listed only the zero order terms for 
P, u, and v, but the first order terms are important for F 3 , 
since this solution is valid only if F 3 < 1, thus leading to ine­
quality (28) on the ratio t = a./$ which may be of any 
magnitude. 

In Stage 3^4, bars 1 and 2 are at yield and equations (22) and 
(8b, d, e) lead to 

AF3 = (Av-Au)/2 (29a) 

Au-Av + /3[(F3 + 1 + 6V2)Aw + (F3 - l)Av] = 2V2aAP (296) 

Ay - Au + /3[(F3 - l)Au + (F3 + l)Au] = 2V2AP (29c) 

For bar 3 to reach yield will require only a first order increase 
in F 3 , hence to order zero Au = Av and equation (29c) shows 
that AP is of order greater than zero. Therefore, keeping only 
the leading terms in each equation (29) we see that for bar 3 to 
reach yield 

AF3 = (Ay-A«)/2 = (3V2 + 2)a-(5/V2+l)(3 (30a) 

Since this is first order, equation (29c) shows that AP is also of 
first order. Keeping only the leading terms in equations (29), 
we obtain 

Au-Av + /3[(2 + 6V2)Aw] = 0 (30b) 

Au-Av + P(2)Av = 2y[2AP (30c) 

which leads to 

Stage 3LA 

Au = Au = (l/34)[(32 + 6V2)r-(28 + V2)] 

M = (l/34)[(32 + 6V2>+(6-V2)] 

u = (l/34)[(32 + 6V2)f + (74-V2)] 

F, = l F2 = 3 F 3 = l P = 3 + V2 (31) 

to zero order terms. 
The final stage occurs when all bars are plastic. Equations 

(8b, d,f) and (22) now lead simply to 
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Fig. 7 Horizontal displacement as a function of a for v = A 

Stage 4 

Ai/ = (f/17)(6-V2)AP 

Ay = V2AP//3 (32) 

Thus, although we do not have a mechanism in the sense of 
linear plasticity, only a first order increase in AP is required to 
produce a zero-order vertical displacement. 

Returning now to the case where bar 3 yields before bar 2, 
we do not know the final value of F 2 , but we can denote it (to 
zero-order terms) by 2 + AF2. Therefore, the average value 
called for in equations (27) will be 

F 2 = 2 + AF2/2 = 2 + AP/2 (33) 

where the last step follows from equation (21b). It then 
follows from equation (27GO that when bar 3 yields 

AF3 = ([1 + V2(2 + AP/2)]/3 - V2o:) AP= 2(V2 + l)a (34) 

This is a quadratic equation for AP whose solution is 

Stage 2LB 

AP=[4.5 + 2V2 + V 2 r + / 2 ] ' / ! - ( 2 + l / V 2 - 0 (35a) 

Au = Av = AF2 = AP F 2 = 2 + AP (35b) 

where we have listed only the zero-order terms. In order for 
this solution to be valid, AF2 cannot exceed 1, and it is readily 
verified that this requirement leads to the reverse of inequality 
(28): 

r<(13-2V2)/14 (35c) 

In Stage 3B, bars 1 and 3 yield, and equations (22) and (8b, 
c,f) produce 

AF2 = Ai> 

0(1 + V2F2)AM = V2o;AP (36) 

(V2 + (3)Ai; = V2AF 

In view of equations (35a), the value of F2 to be used in equa­
tion (36) is 

F2 = ( ' /2)[3-l/V2 + ?+(4.5 + 2V2 + V2r + j2)'/2] (37) 

The solution (equation (36) when AF2 is sufficient to bring F 2 

to its yield value of 3) is 

Stage 3LB 

Av = AF2 = AP= 3 + 1 /V2-1- (4.5 + 2V2 + V2/+ t2)'A 

Au = 2tAP/[3 + 1V2 + /+ (4.5 + 2V2 + V27 + t2)Vl] 

Since all three bars are now at yield, the incremental solu­
tion for Stage 4 is again given by equations (32). 

The dashed curves in Figs. 3 and 4 show the displacements 

Journal of Applied Mechanics JUNE 1986, Vol. 53/239 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



according to the nonlinear geometry model with /3= 10~3. As 
a tends to zero the displacements do move continuously with u 
being positive for a > 0 , zero for a = 0, and negative for a < 0 . 
We shall comment more fully on the similarities and dif­
ferences between the two solutions in the conclusions. 

5 ADINA Solutions 

The truss in Figs. 1 and 2 was run on the structural program 
ADINA (1981) for ct = 0 (no horizontal load as in Fig. 1) and 
f o r a = 1 0 - 6 , lO"5, 10"4 , 10"3, 10"2, and 10"1. Default op­
tions were used for most of the parameters in ADINA, except 
as noted in the following discussion. All problems were run 
twice; once with a "material-nonlinear-only" (MNO) code 
corresponding to the analysis in Sections 2 and 3, and once 
with an "updated-Lagrangian-formulation" (ULF) code 
similar to the analysis in Section 4. Descriptions of these 
methods may be found in Bathe (1982). 

For the case a = 0 the MNO program only gave results up to 
the load P= 3.415, at which point it stopped with the message 
" N O N P O S I T I V E P I V O T F O R E Q U A T I O N 
1 . . .COLLAPSE LOAD OF THE MODEL HAS BEEN 
REACHED." A load increment P = 0.001 was used, and the 
final values were 

p=3.415 u = 0 u = 2.00078 

F , = F 3 = 1.00000 F2= 2.0078 (38) 

with bars 1 and 3 being listed as PLASTIC. Clearly these 
values are an excellent approximation to those given in equa­
tion (10) for Stage XL, but they do not represent the collapse 
load given in equation (12). 

The reason that the computer solution stops here is easy to 
see. ADINA, like most finite-element programs, essentially 
substitutes the appropriate equations (8) in equations (6) and 
then solves the resulting set of linear equations for Aw and Ay. 
However, for the next load increment we must use equations 
(8b, d, e) for which equations (6) become 

0.Au + 0̂ Ai> = 0 

0-Au + \f2-v = \/2P (39) 

Although these equations do contain the useful information 
Ay = APgiven in equation (11), the stiffness matrix (the matrix 
of coefficients on the left-hand side of equation (39)) is 
singular. Therefore, standard methods of automatic solution 
will not produce the solution in equation (12). Such a singular 
matrix always occurs at the yield-point (collapse) load and its 
occurance due to nonuniqueness was evidently not allowed 
for when ADINA was written. 

For a=10~ 6 , the MNO program stops with the same 
message and values, except that u = 0.241477 x 10~4. Evident­
ly the small horizontal load gets "lost" in the computations 
leading to the stiffness matrix. 

Two variations were experimented with to overcome this 
difficulty. When load steps near 3.414 were reduced to 0.0001, 
bar 1 became plastic at P = 3.4143. Although it took 19 itera­
tions for this solution to converge, the program then con­
tinued with only one iteration per step until the load was 
f>=4.415 when it stopped with the message "ITERATION 
LIMIT REACHED WITH NO CONVERGENCE." 

The other variation used an optional iteration method 
known as Broyden-Fletcher-Goldfarb-Shanno (BFGS) instead 
of the modified Newton method which is the default option 
(Bathe, 1982, Sec. 8.6). With BFGS, we obtained the same 
loads, but it took only 3 iterations to pass P= 3.4143, and 
when the program stopped at the collapse load the message 
was again "NONPOSITIVE PIVOT . . . . " . 

For a= 10"5, the MNO program predicted that only bar 1 
became plastic at P-3.415 and continued to the load 4.414 
with the values 

p = 4.414 u = 0.999955 v = 2.99983 

F1 = 1.00000 F2 = 2.99983 F3 =0.999938 (40) 

in excellent approximation to equations (20). The program 
then stopped with the message "ITERATION LIMIT 
REACHED WITH NO CONVERGENCE." The iteration 
limit was 9999 and the previous maximum number of itera­
tions required was 17 when bar 1 became plastic. 

Similar results were obtained for all a > 1 0 ~ 4 . In all cases 
the numbers produced by ADINA using the MNO model were 
in excellent agreement with the formulas in Sections 2 and 3. 

Using ULF with a = 0 we did not encounter any singularities 
and the program ran all the way to P = 4.5, the largest load re­
quested. The displacement u was always identically zero, and 
bars 1 and 3 both became plastic at P = 3.415. The solution at 
P= 3.415 took only 3 iterations, but at P = 4.415 it took over 
4000 iterations before the solution was found for all three bars 
plastic, and from then on it took about 20 iterations per step. 
All numbers were in close agreement with the results of Sec­
tion 4 with a = 0. When we ran the same program with BFGS 
iteration, the same numbers were obtained but the maximum 
number of iterations was three. 

Figure 6 compares the motion of the loaded vertex ac­
cording to the ADINA results and the theory in Sections 2 
through 4 for a = 10"3 and a= 10"4. According to the MNO 
model bar 3 never does become plastic and the mechanism mo­
tion is simply Au = Av once P = 4.414. ADINA gives the same 
results up to collapse of P = 4.414 but does not, of course, 
predict the mechanism motion. 

For the ULF model when a= 10 ~3 equations (29) for Stage 
3 apply only during a load increment AP = 0.0015. Since the 
load step used in ADINA was only 0.001, it is perhaps not sur­
prising that the predicted horizontal displacements are 
noticeably different, as shown in Fig. 6. It is not clear whether 
this is due to the numerical approximations in ADINA or to 
the approximate integration assumed in interpreting the dif­
ference equations in Section 4. 

A lesser difference is observed for a = 1 0 ~ 4 , as shown in 
Fig. 6. For a= 10"5 and a = 10"6, the predicted values of u 
are too small to appear on the scale of Fig. 6. 

For a= 10_2 the results predicted by ADINA lie very close 
to the corresponding curve in Fig. 3. 

Finally, for a = 1 0 " ' , ADINA's results are noticeably dif­
ferent from those predicted in Section 4, as indicated by the 
dot-dash curve in Fig. 3. Since the latter equations were all 
linearized with respect to a, it is to be expected that they may 
be significantly in error for a as large as 0.1. For example, a 
neglected term in a2 might be considerably larger than a con­
sidered term in /3. 

6 Conclusions 

The primary purpose of the present investigation was to ex­
amine the true significance of the nonunique solution 
predicted for the truss in Fig. 1. We considered first the effect 
of a small misalignment of load as evidenced by a horizontal 
component aP. The solution now was not only unique for all 
nonzero a, but approached a unique limit as a tended to zero 
through either all-positive or all-negative values. However, 
these limits were different, so that in effect the nonunique 
solution at a = 0 has simply been replaced by a discontinuity at 
a = 0. Further, it seems evident that similar results would have 
been obtained had we varied various other physical 
parameters such as yield stress or Young's modulus or 
geometrical quantities such as node position or cross-sectional 
area. 

The inclusion of nonlinear geometric terms in the 
equilibrium equations represents a quite different 
philosophical approach. Whereas previously we had added a 
small perturbation to the model, in effect allowing for ex­
perimental error, we now restored a nonlinear effect which 
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normally exerts an entirely negligible effect on the solution. 
The results were to make all transitions smooth and unique. 
As a tended to zero from either direction the horizontal 
displacement also tended to zero, and a direct solution with 
a = 0 encountered no singularity but gave the unique solution 
u = 0. Thus our implicit faith in the uniqueness and continuity 
of nature is confirmed, and the apparent singular behavior 
described in Sections 3 and 4 is merely the result of an over­
simplified model of reality. 

However, the answer above is really a mathematician's 
answer, and perhaps gives a misleading picture of reality to the 
engineer. Figure 4 was drawn with nonlinear scales to em­
phasize the difference between the discontinuous nonunique 
features of the MNO model and the unique continuous ULF 
model. Figure 7 shows the same information on a linear scale. 
Although the dashed curve for the ULF model is actually con­
tinuous through a = 0, a variation of a from -0.005 to 
+ 0.005 essentially changes u from - 2.0 to + 2.0, whereas ex­
cept near a = 0 a change of 0.01 in a only produces a change of 
0.3 in u. Thus, two experiments designed to have a = 0 might 
well produce experimental values of + 2 and — 2 in u due to an 
error of half of one percent. 

From another viewpoint, c*=10~3 represents deviation of 
less than 0.06 from the vertical in the load direction. Ac­
cording to Fig. 3, at stage 2L when the yield-point load is 
reached, u = 1 and v = 3 so that the total deviation of the load­
ed point from the vertical is more than 18 deg or some 300 
times that of the load deviation. 

In conclusion, for this simple example and considering 
variations in only one of the many parameters, we have shown 
that the linear equilibrium equations in the undeformed posi­
tion produce a discontinuity and nonuniqueness which is 
mathematically disturbing but which is a very good approx­
imation to physical reality. The nonlinear equilibrium equa­
tions in the deformed position produce a mathematically 
unique continuous solution, but one which exhibits such large 
changes over such a small range that the solution would be 
regarded as discontinuous from a practical engineering view 
point. 

One must always be cautious about generalizing from a par­
ticular example. However, it is usually true that any 
phenomenon which is found in a simple example should be 
regarded as a possibility in a more general situation, whereas a 
particular technique which works in a particular case may or 
may not apply more generally. 

If uniqueness of solution is important, it should not be 
assumed without evidence beyond the elastic limit. In par­
ticular, if an all-purpose computer program gives a message of 
termination, the possibility that the yield-point load is not yet 
reached should at least be considered. An empirical method of 
approach would be to introduce various small parameters of 
arbitrary sign and observe if any of them produce large effects 
on the solution. 

The use of a numerical method which accounts for 
nonlinear geometric effects will almost certainly give better 
behaved results, but even here it would be wise to ask ques­
tions about the possibility of small changes in the problem 
making large differences in the results. Finally, one should 
always interpret the physical significance of any predicted 
anomalous effects. If a small change in input data truly pro­
duces a large change in an important output result, then the 
proposed structure is probably not a satisfactory one. 
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A General Theory of Optimal 
Elastic Design for Structures With 
Segmentation 
Optimal plastic design of segmented structures is reviewed and then general static-
kinematic optimality criteria are introduced for segmented elastic structures. The 
proposed theory is illustrated with beam and plate examples and the results are 
checked by independent calculations. 

Introduction 

Using Prager's terminology, a structure may be divided into 
segments, over which the variation of the cross section is 
restricted to multiples of a prescribed function termed shape 
function. The simplest examples of segmented structures are 
beams, plates and shells of segmentwise constant cross section 
or thickness. However, the variation of the cross section over 
some segments may be governed, for example, by a linear or 
quadratic shape function resulting in a uniform taper or 
uniformly varying taper. At segment boundaries, sudden 
changes (steps) may occur in cross-sectional dimensions. 
Owing to savings in labour costs, segmented structures are 
often more economical than structures with freely varying 
cross sections. 

Whilst a comprehensive optimization theory for plastically 
designed segmented structures was developed in the seventies, 
the aim of this paper is to extend the same ideas to segmented 
elastic structures having stress and deflection constraints. All 
theories discussed are based on static/kinematic optimality 
criteria which, in effect, convert a problem of structural op­
timization into a problem of structural analysis. This is done 
by regarding certain Lagrangian functions in the underlying 
variational problems as fictitious deflection fields and their 
derivatives as strain components. Euler-Lagrange equations 
can then be converted into optimal strain-stress relationships 
which, together with static and kinematic admissibility, fur­
nish the optimal solution. The above idea was first introduced 
by Prager and Shield (1967) who used energy principles in­
stead of variational formulation. 
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Review of Optimality Conditions for Plastically De­
signed Segmented Structures 

In one of the earliest papers on optimal plastic design, 
Foulkes (1954) introduced an optimality criterion for segment-
wise prismatic beams. Foulkes' theorem states that for 
minimum weight the sum of absolute values of plastic hinge 
rotations within each segment must be proportional to the seg­
ment length. Sheu and Prager (1969) extended the same con­
cept to plates of segment-wise constant thickness and Rozvany 
(1973; 1976, pp. 97-102) introduced a general theory of op­
timal plastic design for structures in which each segment has a 
prescribed shape. The above theory is based on an extension 
of a fundamental optimality criterion by Prager and Shield 
(1967) whose notation and terminology are used below. 

The considered class of plastic design problems can be 
stated as 

min*= Hx)d\, i/->v>(Q), 
Qs JD 

on £>,•:$ = A,-7,.(x)(/= 1,2, • • • .«). (1) 
where Q is the "generalised stress vector" (containing stresses 
or stress resultants), J denotes statical admissibility, $ is the 
total "cost" (e.g., total structural weight), \p is the design 
value of the "specific cost", i/<(Q) is the "specific cost func­
tion" representing the minimum cost requirement for a state 
of stress Q at a point or cross section, D is the structural do­
main containing the segments Dt (/=1,2, . . . , ri) and re­
ferred to coordinates x, A, are unspecified constants and Y,(X) 
are given "shape functions". 

To illustrate the above class of problems with a simple ex­
ample, consider the plastic design of a uniformly loaded built-
in beam (Fig. la). In plastic design, any statically admissible 
moment diagram (Qs =MS) can be adopted and then the yield 
moment capacity My must fulfill the condition My > \MS I. All 
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Example of a segmented structure 

symmetric statically admissible moment diagrams for the 
above problem are given in Fig. \b in which the end moment 
value Mean be chosen freely. Figures \c and Id show the two 
shape functions [yiix) and y2(x)] to be used over the segments 
D{ and D2, respectively. If the "specific cost" $ in this case is 
the beam volume per unit length (i.e., the cross-sectional area) 
then the design values of $ will be A2y2 = A2 \x\ over the outer 
segments D2 and A,7, =Ai over the inner segment Dl (Fig. 
le). Assuming finally that the beam has a given depth d, a 
variable width b and a yield stress of ay, the yield moment will 
be My = bd2ay/4 and the corresponding cross-sectional area 
,/, = bd=kMy with k = A/day. Since My> IMP I, it follows that 
\p = A,7,(x) = kMy >\// = k \MS I where \p is the cross-sectional 
area requirement for a given beam bending moment M. A 
feasible design in which the above inequality is satisfied as an 
equality at x = 0 and x = ±L/3, is shown in Fig. le. 

The optimal solution of the problem in equation (1) has 
been shown (Rozvany, 1973, 1976) to satisfy the following op-
timality criteria: 

o n A . V = A,(x)G[iMQs)L [ y,(x)dx= \ T/(x)X,(x)c?x, 

at x: X,(x) > 0 only if fax) = i/<[Q(x)], (2) 

where X,(x) is always non-negative, q is the generalised strain 
vector "associated with" Q, the superscript* denotes 
kinematic admissibility and G is the subgradient operator. For 
differentiable functions V(Q), G[^(Q)] = (.d^/dQu . . ., 
d\j//dQm) but at slope discontinuities (see Point A in Fig. la) 
G[i/<(Q)] is non-unique and may take on any convex combina­
tion of the adjacent slopes (Rozvany, 1976, 1981). 

In Prager's terminology (Prager, 1974), the stress vector Q 
is "associated" with q if Q«q (scalar product) is the.(internal) 
work produced by Q and the virtual strains q. For example, a 
bending moment for a beam is associated with the beam cur­
vature in the same plane. The strains q(x) in equation (2) and 
the corresponding ("Pragerian") displacements u (x) are in 
general fictitious quantities used for solving an extremum pro­
blem via a physical analogy. However, in the above problem 
u (x) represents one feasible collapse velocity field for the op­
timal structure. By the inequality condition under equation 

fA Q 

G[l|J<Q>] 1 ij} (G i ) / 
Ca) 

Fig. 2 Example of specific cost function, subgradient and complemen­
tary cost 

(2), the generalised functions X, are in general only non-zero at 
isolated points and hence they usually consist of series of im­
pulses (Dirac distributions). 

Mathematical aspects of such solutions were discussed by 
Strang and Kohn (1983). A simple example of a specific cost 
function \j/(Q) and its subgradient G[4>(Q)\ is given in Fig. 2 in 
which \p(Q) depends on a single stress component (Fig. 2a) and 
its graph consists of a horizontal segment and four parabolic 
segments. At each slope discontinuity (cusp) of \p(Q) the 
subgradient G[\j/(Q)\ has a discontinuity (step) (Fig. lb). 

More recently (Rozvany, 1984, 1985), the dual of the prob­
lem in equation (1) was also determined for convex symmetric 
specific cost functions of a single variable and structures with 
segment-wise constant cross section (y, = 1.0): 

*min= m a x $ = 
Q UK 

\ pu dx- J^L^( \q I v)i> 

Ogl J'-L \q\dx/Lh (3) 

where p (x) is the load, Z-, is the length (or area) of Z>, and 4> is 
the complementary cost (Rozvany, 1981) defined as (Fig. 2b) 

kGl) = QlGl-HQi),G1=G[iKQi)l (4) 
u(x) is the ("Pragerian") deflection related to the strains q. 

Primal-dual formulation has the advantage that an upper 
bound on the optimum cost can be obtained from any statical­
ly admissible stress field and a lower bound from any 
kinematically admissible strain field. Moreover, the same op­
timal solution can be checked on the basis of two independent 
calculations. 

Considering piece-wise prismatic beams with a specific cost 
function \j/ = k \M\ where k is a given constant and M is the 
bending moment, the shape functions in equation (2) become 
7, = 1.0 and then equations (2) and (3) reduce to 

onD,-: Kk = \j(x)k sgn M, £ , = 1 \(x)dx, 

at x: X,(JC) > 0 only if A,(x) = k \M(x) I, 

max \ pu dx, IK I <k, 
..k ..kJD Uk,Kk' 

(5) 

(6) 

where X, are nonnegative quantities, i/<,=A, = const. on £>,-, 
K= -d2u/dx2 is the beam curvature and u is the "associated" 
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Fig. 3 Optimal plastic and elastic design of a segmented beam 

beam deflection. The conditions in equations (5) and (6) con­
stitute Fojulkes' theorem (Foulkes, 1954) and its dual (Roz-
vany, 1984, 1985). The inequality in equation (6) is due to the 
fact that for \j/ = k \M\, equation (4) gives # = 0 for K < k and 
\p = oo for K > k. 

Example. Considering the optimal plastic design of the beam 
with three prismatic segments in Fig. 3a, the solution satisfy­
ing the conditions (5) and (6) is given in Figs. 3b and 3c. Note 
that by equation (6) the generalised functions X,(x) and X2(x) 
can only be nonzero at x = 0, x = L/3 and x = L because the 
condition i = i(x) is fulfilled only at the above x-values. 
Moreover, by equation (5) the integral of the X,- functions 
must equal the segment length L, = 2L/3 for all segments and 
kinematic admissibility requires that the integral of the cur­
vature K over the beam length equals zero. It follows that X{ 

consists of two impulses (having the magnitudes L/2 and Z/6) 
and X2 of one impulse (magnitude: 2L/3). Note that a cur­
vature impulse becomes a concentrated rotation (cusp) whose 
sign by equation (5) is determined by the bending moment at 
that point. Both primal [equation (1) and Fig. 3b] and dual 
[equation (6) and Fig. 3c] formulations furnish the same total 
cost: 

\jdX=l pu dx = 2Pum.x = 8kPL2/9. (7) 

Optimality Conditions for Redundant Elastic Structures 
with Stress and Displacement Constraints 

An elastic structure may be subject to two types of 
kinematic constraints: 

(a) physical kinematic constraints associated with (/) redun­
dant supports and (») compatibility conditions for multi­
dimensional structures (e.g., plates); 

(b) operational kinematic constraints representing pre­
scribed displacements in the design process. 

Whereas physical kinematic constraints always consist of 
equalities, operational ones may consist of inequalities or 
equalities. 

Both types of constraints can be handled by the proposed 
procedure. Applying a unit force or couple at the ath pre­
scribed deflection or rotation, respectively, let the generalised 
stress field equilibrating such "unit dummy load" be Qa. A 
deflection constraint may refer to some weighted combination 
of deflections and hence the unit dummy load may be replaced 
by any virtual load p (x). It is important to note that in any 
feasible solution the "virtual stresses" Q a need to be statically 
admissible only, but in an optimal solution kinematic ad­
missibility of the corresponding strains qa is also required (see 
proof in the Appendix). On the other hand, the "real" stresses 
and strains (Q, q) must be both statically and kinematically 
admissible in all feasible solutions. However, the variational 
formulation does not have to include kinematic admissibility 
of the real strains q because this latter condition is 
automatically furnished by optimality over the set of all 
statically admissible stress fields (Qs and Qs

a) (see the Appen­
dix). Then by the principle of virtual work the displacement 
constraint can be expressed as 

D(t tQJ-Q^sJk)dx=dl 
V=l k=\ 

or [n ( T, E QJ• QkJsjk)dx<da (8) 

where Q(x) = (Qu Q2, . . . , Qn) is the stress field induced by 
the external load and Qj/SJk is the contribution of Qj to the 
strain component qk, SJk(x) is a specific stiffness component, 
and da are prescribed displacements. Note that da is zero for 
redundant reactions. Denoting the design value of the specific 
cost by #(x), the specific cost requirement (due to stress con­
straints) by i/<Q), the shape function for the segment D, by 
7,-(x), and the stiffness-specific cost relation by SJk=SJk(^), 
the optimality conditions for any segmented elastic structure 
become: 

7 , (x ) r f x= 7,(x)X,(x)c/x 

j=l *=l Jjk 
(9) 

onDi:qf(x) = \i(x} 
d\js 

dQ] IX £ 6L 
k=\ Sjk 

(/'=1,2, . . . , « ) (10) 

X,(x) > 0 only if #(x) = i£[Q(x)], 

va > 0 only if j ( £ £ Qj • QkJSjk)dx = da (11) 
j=\ k=l 

where q(x) is the "associated" strain vector, \-(x) are non-
negative functions and va are non-negative constants. At slope 
discontinuities of Sjk$) and i/-(Q), partial derivatives are 
replaced by subgradients (G). 

Proof of the above optimality criteria and some duality 
theorems are given in the Appendix. Note that the above for­
mulation does not take into consideration stress concentra­
tions at sudden changes of cross section because it is assumed 
that such changes are locally "rounded" to eliminate high 
stresses at segment boundaries. 

First Application: Segmentwise Prismatic Redundant 
Beam with a Stress Constraint 

Let the specific cost function be \[/ = k\M\, the stiffness 
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function S = a 4> where k and a are given constants. The shape 
functions for the above problem are y,- = 1, while the stress 
vectors for a single redundant reaction become Q (x) = M(x) 
and Qa(x) = Q1(x) = M(x) which denote bending moments 
equilibrating the external load and unit dummy (virtual) load, 
respectively. The strain vector becomes the curvature 
qa = H= -cP-u/dx1 where u(x) is the "associated" (Prager and 
Shield, 1967) beam deflection. Then equations (9) and (10) 
reduce to 

L,= [ \Ax)dx+\ (vMM/aihdx (for all i) (12) 
J Dj J Dj 

on£>,: K = \i{x)ksgnM(x) + vM/a^i (13) 

Moreover, by equation (A6, Appendix) with m = n = 1, $min 

can also be calculated from the dual expression 

* ,= \ pu dx 
JD 

(14) 

Example. Consider again the problem in Fig. 3a but with the 
elastic kinematic admissibility constraint \D(MM/S)dx=0 
where M(x) =1.0 is caused by a unit couple at one clamped 
support (to assure zero rotation at that support, see Fig. id). 
The optimal solution and the corresponding associated deflec­
tion field u(x) are shown in Fig. 3e and 3/. Then equation (12) 
and Fig. 3e imply 

,/k = L \ 
Jz), 

(i>M/ap)dx = Ll - v{A2-Al)/a{kPL/2)2 

= PL + 2v(l-(3)l3/ak1P (15) 

since Ax =PL2/8 andA2 =P(l3L-L/2)2/2 in Fig. 3e. Similar­
ly, for D2 in Fig. 3e, equation (12) furnishes 

B2/k = (1 - P)L - vA3/a(kPL/2)2 = (1 - f3)L - 2 /̂3(1 - 0)/ak2P 

(16) 

since ,43 =P/1L2(1-/3)/2. The "distributed" curvature of 
v/a\p in Fig. 3/is given by equation (13). Finally, kinematic 
admissibility requires: 

f Kdx = 0= -8l+2v/akP + 62 (17) 

Equations (15)-(17) furnish 

0, = kL/2 + v/akP, 62 = kL/2-v/akP, 

u„ • (v/a^)L2/2 

(kL v \ 

\-Y+^kp)L 
2v 

akPL 

L2 

— = kL2/2. 
2 

(18) 

Then equation (14) implies $min =PkL2 which agrees with the 
total primal "cost" of the solution in Fig. 3e. Note that the 
latter solution satisfies all optimality conditions not only for 
/3 = 2/3 but for any other j3 value within the range 0</3< 1.0. 

Check by Independent Calculations. Denoting for any 
statically admissible solution the end moments by - M and 
introducing the notation p, = M/PL, fy^fyf/PL (/=1,2), 
elastic compatibility (JQ (M/S) dx = 0) implies for 0 = 2/3 
[M2/2P-(2L/3-M/P)2P/2]/a$i = [(L-M/P)2P/2 
- (2L/3 -M/P)2P/2]/a$2, (12// - 4)^2 = (5 - 6/^)^. (19) 

Clearly a beam which is understressed throughout (\p>k \M\) 
cannot be optimah It is therefore sufficient to consider solu­
tions with either i£2 = l - ^ o r r i=/*- Substituting, in turn, 
these values into equation (19), the total cost values $/2kPL2 

are shown in Fig. 3h. Clearly, ix = 1 - n = 0.5 gives the optimal 
solution as in Figs. 3e and 3/. 

Check on Uniqueness of the Solution. It is easy to check that 
for any nonoptimal solution the optimality conditions in equa­

tions (11)—(13) are not satisfied. Considering the design in Fig. 
3g, for example (see point A in Fig. 3h), equation (11) requires 
X2(.v) = 0 on D2 (since $, > k \MI). As in this case X, (x) consists 
of a single impulse, equation (12) implies 

d2/k = \2(x)dx=0 = L/3-v(l/3)L[(0.6 

+ 0.2666)/2]PL/a(1.3 kPL)2, ^ = 3.9 ak2PL, 

6,/k 

(20) 

j Xj (x)dx= 2L/3 + K2/3)Z,[(0.4 - 0.2666) 

/2]PL/a(0A kPL)2 = 1.1SL, [ v/a^dx 

= f [v/{\.3 kPLa)}dx 

+ f [v/(PAkPLa)]dx = 1.5kL 
JD2 

which by equation (13) violates the kinematic condition 

\ Kdx = 0. 

Second Application: Circular Elastic Plate of Segment-
wise Constant Thickness With Stress and Deflection 
Constraints 

Consider a simply supported elastic plate of unit radius and 
uniform loading p = 1 whose thickness is constant over the 
segmentsDt (0<r<0.5) andD2(0.5<r< 1). The deflection at 
the plate centre (r = 0) is to be d. After suitable nondimen-
sionalisation, we adopt the specific cost and stiffness func­
tions: 

•A = max( \Mr I
,/j, \Me I

,/j), S, = tf (21) 

where Mr and Me are the radial and circumferential moments. 
It will be assumed that Poisson's ratio takes on a zero value, 
but the formulation in equations (9)-(ll) can easily handle 
problems with nonzero Poisson's ratio. For zero Poisson's 
ratio, Ql=Mr and Q2=Me we have Sni = S22i = Sj and 
S 1 2 =S 2 1 =0. Adopting Y, = 1, equations (9) and (10) then 
reduce to 

A< = 2 * L [x<w+"( 
MrMr MeMe\ dS, 

Sf + Sf )~H, -)-SrH^-2) 

(22) 

d\j/ vM. 
*, = - « ' = X ^ - + - ^ ( , = 1.2) 

d\l/ vMa 

*° = -"'»=*> ik+-sr (23) 

where A-, is the area of the segment -D, and S; is the plate stiff­
ness per unit width over the segment D,. 

Denoting the plate deflection by w(r), the usual elastic plate 
equations S,-[(rw')'//•]' =r/2, Me= —SjW'/r, Mr=-Sj\v" 
together with boundary and continuity conditions furnish: 
(for0</-<0.5) 

Mr = C-3r2/\6, M„ = C - r 7 l 6 

( fo r0 .5<r< l ) 

Mr = B-3r2/\6-E/r2, Me=B-r2/16 + E/r2, 

with 

C = (3 + 93a)/[64(3 + 5o()]) 

B = (47 + 49a)/[64(3 + 5a)], 

E = l l ( l - a ) / [64 (3 + 5a)], cv = S1/S2 (24) 

Case I Both Segments Understressed 

Since in this case ip(Me, Mr)<4> for 0 < r < l , equation (11) 
implies that Xj = 0 and X2=0 throughout and hence only the 
second term in equations (23) is nonzero. This means that 
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u{f)/v becomes the elastic deflection field for the unit d u m m y 
load (unit force at r = 0) while Mr and Me are the elastic plate 
moments for the same load. The equil ibrium condit ions 
[(ru')'/r]'/v=l/2wr, Mr=-SjU"/v, Me= -S/u'/vr and 
boundary/continuity conditions furnish 

(for ()</•< 0.5) 

Mr = [F-(1/2)-(In r)/2]/2w 

Me = [F-(lnr)/2]/2ir 

( fo r0 .5<r< l ) 

Mr = [G(l-r2)/r2-(lnr)/2]/2ir 

Me = [(1/2)-G(l+r2)/r2-(In r)/2]/2ir 

with 
3 ( l -a ) /« ( l /2 ) + 8a 

2(3 + 5a) 

G=[F-(l/2)]/3 (25) 

Then by equat ion (22) with A , s 0 and equat ions (21), (24) 
and (25) 

•K 3v(2ir) f1/2 

T " =
 S 4/3 ] 0 (MrMr + M6Me)rdr 

= -iki-^92ll6KU2) + S-32F] 

-~Wn(\/2)-m\ (26) 

3TT 3P(2TT) f1 

~ T = ^ ^ J 1/2 (MrMr+MdM6)rdr 

3v ( 15 /«0.5 fi 

= S 1 ^ [ - l 0 2 4 - ^ 1 2 - + T - [ / " ( 1 / 2 ) + 3 + 6 G ] + 3 ^ 

-[£/n(l/2)]/2 + 3G/256J. (27) 

Equat ions (26) and (27) then furnish 

«op, = (S,/S2)opt = 6.34373859 (28) 

The opt imal values of S, and S2 can be calculated from 
equat ion (28) and the condi t ion w(0) = d. Since Mg = - S j W ' / r 
and ve' (0) = 0 the value of d can be expressed from equat ion 
(24) as 

p 1/2 /• 1 

S,c? = S ,w(0)= M„/-G?/- + a Af./tf/-
JO J 1/2 

= (C+3of i ) /8 - ( l + l5a)/l02A-aEln(l/2) 

3 + 418a + 219a2 - 176a(l - a)ln(l/2) 
= — (29) 

1024(3 +5a) ' 

However, by equation (11) the above solution is only valid if 
X, = 0 (/= 1,2) implying ^ < $ (for 0 < r < 1). 

Case II The Inner Segment is Understressed and the 
Outer Segment Fully Stressed 

It can be checked readily that for the quadratic moment 
fields in the inner region [equation (24)] and the stiffness ratio 
in equation (28), only the outer region can be fully stressed (at 
r = 0.5), since for Case I the ratio M r(0)/M r(l/2) is always, 
smaller than (6.34373859)2/3. The condition ^ = yj,(Mr, 
Me) - max (\Mr 11/2, \Me 1

1/2) can only be brought about by 
\p= \Mr 1

1/2 for the following reasons . The fully stressed state 
for the circumferential m o m e n t (4> = \Me \l/2) would , by equa­
tions (11) and (23), imply an impulse in Re= —u'/r. The lat­
ter, however, would cause a step in u(x) which would be 
associated with two infinite impulses (of opposi te sign) in 
Rr= - u ". The latter would clearly violate the first equat ion 

under (23) and equat ion (22), as well as the non-negativity 
condition for X,(r). It follows that in Case II we must have 
# 2 = lM r(0.5) 1 1 / 2 . Then by equat ions (21) and (24), we have 

C-(3/64) = S2
2/3 (30) 

This condi t ion, together with equat ion (29) furnishes the 
opt imal values of Sx and S2 for this case. 

Case III Both Segments Fully Stressed 

As we increase the value of the prescribed deflection d, we 
reach the case when the inner segment becomes also fully 
stressed with $, = lMr(0) 11/2. Then equation (24) implies 

0 = 8 ^ (31) 

which, together with equat ions (29) and (30), furnishes the 
unique deflection value 

cfmax = 0.97967086. (32) 

At any prescribed deflection d with d> dmax the plate would 
be overstressed and hence dmm is the m a x i m u m feasible value 
of a prescribed deflection (in an equality form) . However , the 
above solution would be valid for any prescribed deflection 
with d> 0.9797086 if the deflection constraint were to be 
specified as inequality constraints (prescribing the m a x i m u m 
permissible deflection value). 

Check by Independent Calculation 

The total plate volume is given by 
j> 1 / 2 |> 1 

* / 2 T T = S\/3rdr+\ Sl
2
nrdr = S\/3/8 + 3Sl

2
/3/8. (33) 

Jo J 1/2 

For any value of a = Sx /S2 and d, the value of $ can then be 
calculated from equat ions (29) and (33). The results are given 
in Fig. 4 in which the stress constraints in equat ion (30) 
(Curve ZUSRT) are also indicated. It can be seen that for 
understressed solutions (area above the curve ZUSRT), the 
min imum volume occurs a long the line segment QR, with the 
d-value given in equat ion (28). In Case II , the opt imal solu­
tions are given by (the interior of) curve SR and in Case III by 
the point S. The b o u n d a r y segments Si? T, SU and UZ of the 
feasible region (Fig. 4) correspond to \j/2= \Mr(l/2)\1/2, 
</>, = \Mr(0) 11/2 and $2 = \Mg(l/2) I W2, respectively. 

Conclusions 

1 A general theory of opt imal design for elastic structures 
with segmentwise prescribed shape was presented. The pro­
posed technique is based on static-kinematic optimally 
criteria, and can be regarded as a generalised combinat ion of 
methods proposed by Foulkes (1954) and Prager and Shield 
(1967). 

2 The above technique converts an opt imizat ion problem 
into a problem of structural analysis. Whereas in optimal 
plastic design only one s ta t ic /k inemat ic analysis was necessary 
(for the " a s s o c i a t e d " or " P r a g e r i a n " field), in optimal elastic 
design two such analyses are required (one for the associated 
field and one for the elastic s tresses/strains) . 

3 T h e optimali ty condit ions for elastic systems include a 
local stress-strain relationship for the associated field which 
depends on bo th the elastic stresses in the opt imal structure 
and on the associated strains (caused by the virtual loads used 
in the deflection constraints) . In addi t ion, a global condition 
must be fulfilled for each segment. The latter involves the in­
tegral of some strain terms which must equal the length or area 
of the segment (for segmentwise cons tant cross section) or the 
integral of the shape function for tha t segment (general case). 

4 Fur ther extensions of this theory could readily handle 
allowance for selfweight (see Kar iha loo and H e m p , 1983; Roz-
vany and W a n g , 1984) opt imizat ion of the location of segment 
boundaries and suppor ts (see Masur , 1974; Prager and Roz-
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Fig. 4 Optimal elastic design of a simply supported elastic plate with a 
deflection constraint 

vany, 1975) as well as elastic structures other than beams and 
plates. 

5 By making the segments of infinitesimal length, the 
theory presented herein reduces to that for elastic structures 
with continuously variable cross section (Rozvany, 1977, 
1978). 

6 In the very special case when (i) all segments are con­
trolled by a deflection constraint, (ii) there is only one stress 
component, (iii) the cost and stiffness functions are linear, 
and (iv) the structure is statically determinate, the proposed 
optimality conditions reduce to those of Prager (1971). 

7 In the beam example given, the optimal elastic design is 
12.5 percent heavier than the corresponding optimal plastic 
design. 

8 In the plate example, the form of the optimal solution 
depends on the relative magnitude of the prescribed deflec­
tion. Consequently, either both segments, or only one seg­
ment, or neither segment is controlled by the stress constraint. 
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A P P E N D I X 

Proof of Optimality Conditions and Duality Theorems 

The considered problem can be formulated as 

min* = £ j f l JA,.7,.(x) + X,.[-A,Y,W + <MQ) + S;] 

+ u[E(Q,p)]+X;wa[E(Q,pa)] 
a 

+ L4£ £irif)+s"]}dx-Zv«d"iA1) 

Ly=i k=1 V(W J J 

where A, are unknown constants, A,-, u and wa Lagrangian 
functions, va Lagrangian multipliers, sfa) slack functions, sa 

slack variables, and E( ) = 0 equilibrium equations. Other 
symbols were defined earlier (see equations (8)-(ll)). Then 
necessary minimality conditions with respect to variations of 
A,, Q and 57 furnish the optimality conditions in equations 
(9)-(ll). It was shown earlier [Rozvany, 1976, p. 58] that for 
the variation of QJt the equilibrium equations produce a term 
in the Euler-Lagrange equations which represents the 
"associated" kinematically admissible strain component qj. 

Considering now variations of the virtual stress components 
Qka, we obtain the Euler-Lagrange equations 

It. J"a='EQj/SJlc^=l,2, tl) 042) 

which has the same RHS for any a-value. Since qk fva are 
kinematically admissible strains associated with the elastic 
deflections w(\) for the external load, it can be seen from 
equation 042) that the optimcal solution automatically 
satisfies the elastic compatibility equations and hence it is not 
necessary to incorporate the latter in the variational problem 
(eqn. 041)). This conclusion was verified on specific types of 
multidimensional structures (e.g., elastic plates). Note also 
that in structural analysis, the virtual stress fields Qa need to 
be only statically admissible. By virtue of equation (10), 
however, the strains produced by Qa in optimization problems 
must also satisfy kinematic conditions. 

Dual formulae for calculating the minimum total cost $rain 

can be readily obtained for various subclasses of problems. 
For example, for a single deflection constraint (p = unit load), 
7,- = 1 (for all i), S,- = tf, Q, = max \Q} I = i/f, we have 

J,D, 

# r 
dS, 

••nS„Q, 
Hi 

Hi " " " " " dQ, 
and by the principle of virtual work, 

m 
043) 

J DPV/dx = d=\iD J^Qkqkdx, 

\DP^\DI,QAjdx (A4) 

where d is the prescribed deflection, w(x) is the elastic 
displacement and w(x) is the associated displacement. 

Then equations (9), (10), 042), 043) and 044) imply: 

if all segments are understressed: 

$mm = nvd= n\DPudx 045) 

if all segments are fully stressed: 

$min = v(n — m)d+m\ puds. (A6) 

The validity of the expressions in (AS) and 046) has been 
checked on the beam and plate examples presented. 
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Linear Analysis of Uniformly 
Stressed, Orthotropic Cylindrical 
Shells 
Within the framework of classical elasticity, the nonbuckled deformations are 
calculated for orthotropic, right circular, thin-walled cylinders under uniform load 
conditions. The principle direction of orthotropy follows parallel constant angle 
helices. Nondimensional system parameters involving four material constants and 
three loading conditions (internal pressure, longitudinal load, and pure torque) are 
identified. Through parametric studies deformation patterns are calculated that are 
unique to orthotropy. Numerical examples illustrate that the proper selection of 
cylinder orthotropy can lead to designs with optimal deformations or load-carrying 
capacity. Results may be used for the design of robotic actuators driven by internal 
pressure. 

Introduction 

Improvement in the mechanical performance of cylindrical 
or nearly cylindrical shell-type structures may be achieved by 
adding reinforcement or by making small modifications in the 
basic structural geometry. For instance, the high pressure 
capacity of fire hoses is due to the reinforcing effect of the 
helical fibers in the rubber walls. In other cases, the buckling 
resistance to longitudinal loading of thin-walled cylindrical 
columns can be greatly improved by the use of a fluted design, 
or a periodic variation of the radius around the circumference. 
On the other hand, there are cases where high deformations 
are desirable as, for instance, in cylindrical bellows used as 
pipeline expansion joints. Here, length changes of up to 100 
percent may be achieved by the use of axisymmetric, periodic 
corrugations along the length of a basic cylindrical shape 
(Wilson, 1984). Thus, the most flexible directions of the 
bellows and the thin-walled fluted column are orthogonal. 

The purpose of this paper is to present a unified continuum 
model of such thin-walled, cylindrical shells using directional 
material properties. Such continuum models are especially ef­
ficient for calculating overall, nonbuckling, elastic deforma­
tions for fiber-reinforced cylinders (Verma and Rana, 1983), 
and for uniformly loaded, anisotropic, cylindrical shells as 
discussed by Reissner (1970) and Reissner and Tsai (1974). In 
the present study, classical elasticity is employed to predict the 
nonbuckled deformations for uniform, orthotropic right cir­
cular cylinders with thin walls, subjected to three types of 
uniform loads: a torque T effecting rotation about the 
longitudinal axis, a longitudinal load P, and an internal 
pressure p. Strains along the geometric axes of symmetry are 
presented as functions of nondimensional system parameters 
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involving these loads (applied separately and in combination), 
the cylinder geometry, four material properties, and the con­
stant helix angle d„ that defines the direction of maximum stif­
fness. See Fig. 1. This continuum model may describe the 
overall deformation characteristics of fiber-reinforced tubes 
as well as tubes with corrugations at arbitrary helix angles, as 
long as the cylindrical shape is maintained under load. Results 
may be used in future designs of robotic actuators that twist 
(40 deg < d0 < 80 deg) or that only lengthen as for bellows 
(d0 = 0) when subjected to internal pressure. 

Constitutive Relationships 

Following the development of Lekhnitskii (1963), the con­
stitutive law for an orthotropic, elastic solid that relates the six 
strain components to the six stress components is given by 

PRINCIPAL LINE OF ORTHOTROPV 

/ 

Fig. 1 Definition of the orthotropic cylinder 
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-£33 
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ff22 

(1) 

712 

713 
1 

G13 

723 

Equa t ion (1) is writ ten with respect to the principal axis 
(1,2,3). The 6 x 6 mater ia l mat r ix , whose elements are 
designated as a,-,-, is de termined by experiments . The strains 
and stresses of equa t ion (1) are redefined using single subscrip­
t ion, or 

e l l — e l> e22 ~ e 2 > €33 — e3 

7 1 2 = ^ 4 . 7 1 3 = ^ 5 . 7 2 3 = 6 6 

ou=au o22 = o2, CT33=a3 

<712=<74> ^13 = CT5 - ff23=ff6 

Using this no ta t ion , equa t ions (1) become 

«; = D auaj 

(2a) 

(2b) 

(3) 
y = i 

Recognizing that the total elastic energy for the orthotropic 
solid is invariant with respect to the coordinate system, the 
elements a- of the material matrix in the (r,6,z) coordinate 
system can be written in terms of atJ of the (1,2,3) coordinate 
system. That is 

6 6 
a'ii = E S amn1mi<Jnj (4) 

m = 1 n - 1 
/, y = l , 2 , . . . 6 

where <?,•,• represents the direction cosines of the (1,2,3) system 
with the (r,6,z) coordinate system. As shown in Fig. 1, the 
relationship is simply one of rotation of the (1,2) axis to the 
(6,z) axis by an angle of -0O in the plane r= constant. The 
values of qu for this rotation are listed in Table 1. 

In the transformed coordinate system, the constitutive law 
is 

; = i 

which is expressed in cylindrical coordina tes as follows: 

0 0 a{6 

0 0 ai6 

0 0 a3'6 

0 a4'4 «4'5 0 

0 aU o5'5 0 

0 0 «6 6 

(5) 

€ee 

ezz 

err 

Izr 

7«r 

7 t e_ 

On 

o2 ' i 

«31 

0 

0 

_061 

o;2 

022 

032 

0 

0 

" a 

Ol3 

O23 

«33 

0 

0 

o« 

°zr 

a6r 

°Dz 

(6) 

1 

G23 

For the types of un i fo rm loading considered here, the shear 
stresses a6r and azr may be approx imated as zero , an assump­
t ion consistent with the elastic theory of thin-walled cylinders 
(Timoshenko and Woinowsky-Kr ieger , 1959). F r o m equa t ion 
(6), the remaining stress-strain relat ions are thus 

7 t e 

On 

021 

«31 

o6'i 

a'n 

«22 

«32 

062 

«13 

023 

033 

o« 

«16 

«26 

«36 

066 

(7) 

The elements a- of the material matrix of equation (7) are 
calculated from equation (4) with a{j and qy given by equation 
(1) and Table 1, respectively. The results are as follows1: 

1 
fln=——cos 

E l l 

o 2 ' 2 = -

%+(-^ - ~ W 0 o c o s 2 0 o + - i - s i n^ o 
\Cr12 £11 / £22 

„cos^0+——cos" 
-£22 

Ex 

a'"=a* = (% 
1 1 2^12 

' G,J sm^w„cos' 
"12 

Eu 

(8) 

1 

(9) 

(10) 

(11) 

Table 1 Elements of qtj for axis rotation 

1 

2 

3 

4 

5 

6 

cos20o 

0 

0 

0 

0 
1 

2 ° 

sin20o 

0 

0 

0 

0 
1 

— sin20„ 
2 ° 

0 

0 

1 

0 

0 

0 

0 

0 

0 

COS0O 

sin0o 

0 

0 

0 

0 

- sinf?0 

COS0O 

0 

sin20o 

- sin20o 

0 

0 

0 

cos20o 

'Note that <t> as defined by Lekhnitskii (1963) is interpreted as - 0 O in Equa­
tions (8)—(17). Also, Equation (9) reflects a correction of the results reported in 
this reference. 
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h12 

, _ , " 23 

° Ex 
-sin20„ 

•cos20„ 

«66 = (" 

-s in^-yi-
£ 2 2 ^ 3 3 

4 4 8 " l 2 4 \ . . _n 1 
• + - ^ ^ + - ^ £ — — )sm20„cos20„+-—--: ) • 

(12) 

(13) 

(14) 

«i6 = «6i= - r r - c o s 2 6 > 0 — — s m 2 0 o - (— — - j . 

L i s , , i s 2 2 VCr,2 i s , , / 

• (cos20o - s i n 2 0 o ) sin0ocos0o 

r 2 . , „ 2 / 1 2i>,2\ 

«26 = «62= " ^ — s m 2 6 > 0 - - — c o s 2 0 o + (— —). 
Lis,, is22 \ G 1 2 i s , , / 

• (cos20o -s in 20 o) sin0ocos0o 

, / ~2"3i , 2v23\ 

(15) 

(16) 

(17) 

Evaluation of Material Constants 

There are seven material constants that appear in equations 
(8)-(17), namely En, E22, Ei3, vn, v2i, v31 and G,2. It is 
necessary to determine how these constants are related to each 
other and then to devise meaningful tests to measure them. To 
insure that the strain energy is a single valued function of the 
strain displacements, the material matrix of equation (1) must 
be symmetric. That is 

E{iV2\ =E22vi2 

E22V}2 =ET,T,V2T, 

EJivn=EnvJl 

(18) 

(19) 

(20) 

Consider a tensile test for which the specimen's longitudinal 
axis coincides with the longitudinal or z axis of an orthotropic 
cylinder, given that 0O = 90 deg. For a uniform, applied stress 
azz where agg = arr = aez = 0, it follows from equations (7)-(20) 
that the strains are 

"12 -

En 

1 

E\\ 

J-3, 

H\ 

Ev En 

(21) 

(22) 

(23) 

Equation (22) shows that En is the equivalent of Young's 
modulus along the 1 axis. Now suppose that for 0O = 9O deg 
the orthotropic tube corresponds to a fluted, thin-walled cylin­
drical column of a homogeneous, isotropic material with 
Young's modulus E and Poisson's ratio v. This fluted column 
test specimen thus exhibits the same stress-strain behavior of 
the isotropic material in both the 1 (or z) direction and in the 3 
(or /•) direction. The following definitions of the orthotropic 
constants are consistent with equations (21)-(23). 

E=En =E33 

" = ' ' 3 1 = "13 = ' ' 1 2 

(24) 

(25) 

Consider a second tensile test for which the specimen's 
longitudinal axis again corresponds with the z axis of an or­
thotropic cylinder, but now let 0o=0 deg. Again, the only 
nonzero stress is the applied, uniform tensile stress azz. It 
follows from equations (7)-(20), (24), and (25) that 

——o„= — 

"23 

"21 

" 3 2 . 

(26) 

(27) 

(28) 

Observing equation (27), it is seen that the modulus of elastici­
ty in the 2 (or z) direction is E22. Now let 

E' =E22 (29) 

" ' = " 2 1 = " 2 3 ( 3 0 ) 

which define, respectively, the effective Young's modulus and 
Poisson's ratio for a bellows, consistent with the assumption 
that eM=err in this tensile test. It follows, using equations (24), 
(25), (29), (30), that equations (18)-(20) are satisfied if 

v = vn, Ev' =E'v (31) 

In a third test, a pure shear stress aez is applied to an or­
thotropic cylinder for which do~0. This corresponds to the 
application of a pure torque that rotates a bellows about its 
longitudinal axis. As for the previous two tests, the cylinder is 
orthotropic only because of its corrugations, since it is con­
structed of an isotropic material with elastic constants E, v and 
shear modulus G. Torsion tests on such a bellows reported by 
Dahl (1953) show that 

7 fe 
(32) 

which indicates that the rotation and shearing stress are those 
predicted by the theory of thin-walled tubes without corruga­
tions. When equation (32) is compared with the stress-strain 
law given by equations (7)-(17) in this case, it is seen that 

G = G 12 (33) 

In summary, there are four independent material constants 
needed to describe the stress-strain behavior of a cylinder with 
corrugated walls made of an isotropic material, but modeled 
as an orthotropic, smooth-walled tube. The stiff est direction 
(modulus E) follows the corrugation lines forming constant 
angle helices. Orthogonal to the helices is the weakest direc­
tion (modulus £"). The independent material constants are E, 
£", G and v. Given uniform stresses agg, azz, arr, and aez, the 
uniform strains are calculated from equation (7). Using equa­
tions (24), (25), (29-31) and (33), equations (8)-(17) give the 
elements of the material matrix as follows. 

— )sin20ocos20o + sin4 

E> ° ° E' 
«i'i=^rCOS40o+(-j 

«2'2 = — sin"0o + ( — - -£)sin20ocos20o + — cos40o (35) 

1 

~~E 

/ I 1 2x 1 \ . . ,„ 
<2=«2i = v ^ + i F + - i r ~ " ( ? / s m °cos °" 

V 

~~E~ 

«23 = «32 = 

a'n=a3\ = 

4 4 

V 

~E~ 

v 

~~E~ 

1 

~G 
/ 4 4 8« 4 \ . . 

r 2 . , 2 ,„ / i M 
«,'6 = « 6 i = | _ - ^ r s i n 2 0 o + — c o s 2 0 o - ( - - - j . 

(36) 

(37) 

(38) 

(39) 

(40) 
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• (cos20o - sin20o) sin0ocos0o (41) 

(42) 

«M =«e = [—-£7-cos2e0+—sm2e0 + ^ — — — j . 

•(cos20o - sin20o) sin0ocos0o 

fl3'6 = a6 '3=0 (43) 

These results can be used to calculate the strains, 
displacements, and rotations of the cylinder for the special 
cases of loading discussed below. 

Equilibrium and Compatibility 

As shown in Fig. 1, the thin-walled cylinder is subjected to 
three types of uniform loads: an internal pressure p, a 
longitudinal load P centered on the z axis, and a pure torque T 
causing rotation about the z axis. Since there are no boundary 
or edge constraints, the resulting uniform stresses may be 
derived using equilibrium conditions and elementary methods. 
In terms of the mean radius R0 and shell thickness t0, which 
are essentially constant during loading, the stresses are: 

pR0 

pRo 

2wR2Jn 

(44) 

(45) 

(46) 

Consistent with the thin-wall assumption, the radial stress is 
negligible, or arr = 0. 

Since these stresses and their corresponding strains, as given 
by equations (7) and (34-43), are all uniform, they are all in­
dependent of the cylindrical coordinates (r,9,z). Thus the 81 
St. Venant strain compatibility conditions are automatically 
satisfied (Sokolnikoff, 1956). 

Strain-Displacement Relations 

The general strain-displacement equations in polar-
cylindrical coordinates given by Sokolnikoff (1953) are 
simplified as follows to express the condition that there are no 
variations in displacement in the 6 or circumferential 
direction. 

(47) 

7te: 

dUr 

dr 

i au, 
r dd 

9UZ 

dz 

8U, _ 
= — — v -

• + 

1 

R 

Wz 

r 

dUe 

(48) 

(49) 

(50) 
dz r 86 dz 

Here, Ur, Ue, and Uz are, respectively, the displacements in 
the r, 8, and z directions. 

Following a procedure of Reissner (1970), these relation­
ships can be integrated in terms of three functions fi(r,z), 
fiiz), and/3(z) which are to be determined. From equation 
(47): 

Ur = rerr+Mr,z) (51) 

It follows from equations (48) and (51) that: 

fi(r,z) = r(eee-err) (52) 

From the last two equations, then, 

Ur-rem—R0eee 

where r = R0 for a thin-walled cylinder. 
From equation (49): 

Uz=zezz+f2(z) 

(53) 

(54) 

where the second function of integration, f2(z), is indepen­
dent of r since the cylinder wall is very thin and any variations 
across this thickness have no significant effect on the 
longitudinal deformation. Further, by imposing the condition 
of no rigid body motion, where Uz = 0 at z = 0, and noting that 
Uz can be at most a linear function of z, then it is apparent 
that f2(z) = 0. Thus equation (54) thus yields the position 
£ = z + Uz of a material point originally at point z measured 
from one end of the cylinder, or 

* = U + O z (55) 
The circumferential displacement is obtained by integrating 

equation (50) and then using equation (55). That is 

£/,=fry*+/.(«) (56) 
Here the function of integration is again independent of r, 
which is consistent with the thin-wall assumption. By impos­
ing the condition of no rigid body rotation where Ug — 0 at 
z = 0, and noting that Ue can at most be a linear function in z, 
it is evident tha t / 3 (z) =0 . Therefore, Ue=£yez. 

In summary, the radial, circumferential, and longitudinal 
displacements are given in terms of the strains, the mean 
radius, and the z coordinate only, or 

Ur=R„e. U„ --{\+ezz)zy6z; Uz=ztzz (57) 

It is noted that Ue and Uz are the same displacements assumed 
[2] for the solid orthotropic cylinder rotating about the z axis. 

A further displacement of practical interest is the angle of 
rotation 4> for a cross section of the cylinder at the coordinate 
z. Within the limits of linear theory, 4> = Ue/R0. Thus, from 
equation (57): 

= — (1+e^hft (58) 

Parametric Studies 

All of the calculations for the parametric studies that follow 
are based on equation (7), the stresses of equations (44)-(46), 
and the elements of the material matrix given by equations 
(34)-(43). The specific values of E/G = 3 and v = 0.5 were 
chosen since they are characteristic of the polymeric and 
rubber-like materials to be used in future applications. 

Effects of Loading Without Constraint. In the first series 
of parametric studies, the separate effects of each loading, p, 
P, and T on the homogeneous strains y9z and ezz were in­
vestigated for an unconstrained cylinder. The goal was to 
determine peak strains as a function of the appropriate non-
dimensional system parameters. 

The three nondimensional parameters involving the shear 
strain y0z are defined by the ordinates of Figs. 2 through 4, in 
which the only nonzero load is p, P, and T, respectively. For 
the isotropic case (E/E' = 1), all three of these figures show no 
shear strain variations with the helix angle 0o, a result that 
could be anticipated. For p loading only (Fig. 2) and for P 
loading only (Fig. 3) the negative ordinates indicate that yez is 
negative, or that the cylinder "unwinds" because of or-
thotropy (E/E' > 1). For T loading only (Fig. 4), the positive 
ordinate indicates that the cylinder "winds up" if 7 is applied 
as shown in Fig. 1. The interesting result is that the peak value 
of each respective shear strain parameter occurs at a distinctly 
different value of 80. That is: 

'Et„ye. peak ( — ° - ^ \ occurs for 0o = 53 deg 
V PR„ / 
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Fig. 2 Unrestrained twisting due to internal pressure 
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Fig. 4 Unrestrained twisting due to a pure torque 
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Fig. 3 Unrestrained twisting due to longitudinal load (left ordinate) and 
unrestrained longitudinal strain due to pure torque (right ordinate) 

peak( to o 7 t e ) occurs for d0 = 30 deg 

For each load type, there is no shift in these respective values 
of 60 for 1 <£•/£" < 100. 

The three nondimensional parameters involving the 
longitudinal strain ezz are defined by the ordinates of Figs. 5, 6 
and 3 (right ordinate), given that p, P, and T are the only 
nonzero loads, respectively. For the isotropic case {E/E' = 1), 
ezz is zero for two load cases: with the/? load as a direct conse­
quence of choosing v as 0.5, and with the Tload as expected 
from elementary solutions. With orthotropy, the peak values 
of the longitudinal strain parameters are as follows: 

'Etne 
peak (—^) occurs for 0O = 0 

p e a k ( ^ o j R ° 7 f e ) occurs for 0O = 45 

PR0 

peak(—° ° zz) occurs for do=0 

peak (—° ° e occurs for 60 = 30 deg 

From Figs. 5 and 6 it is observed that the values of these 
parameters are only somewhat depressed for O<0O<15 deg, 
but that this depression increases more rapidly as E/E' in­
creases. From Fig. 3 (right ordinate) the longitudinal strain is 
seen to be negative, indicating the tendency of the orthotropic 
cylinder to shorten as it winds up under a positive torsion 
load. 

Effects of Radial and End Constraint. While the studies 
above dealt with strain behavior for loadings applied one at a 
time, one can imagine a multitude of practical cases involving 
combined loads. Consider now one such case where an or­
thotropic cylinder is required to operate in close proximity 
with other mechanical parts. To avoid longitudinal and radial 
or circumferential expansions when pressurized, suppose that 
the unloaded orthotropic cylinder just fits within the confines 
of a rigid, closed-end tube. Under loading, then: 

= em = 0 (59) 

Journal of Applied Mechanics JUNE 1986, Vol. 53/253 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



50 

UJ 

ti 
S < 
or 
<t 

a. 30 

I 

z 
o 10 

1 1 

§V=80 

70 \ 

60 \ 

50 \ 

40 ^ 

30 

20 

10 

5 

,1 1 

r- | i 

v =0.5 

P-T = 0 

', ~r—=:=:=~^^ 

-

30 60 90 

HELIX ANGLE 0O, DEC 

Fig. 5 Unrestrained longitudinal strain due to internal pressure 
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Fig. 7 Pressure-torque behavior for the fully confined cylinder 
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Fig. 6 Unrestrained longitudinal strain due to longitudinal load 

The confining tube has frictionless walls where its design 
allows for the application of a torque T to the orthotropic 
cylinder. The confining tube does not inhibit torsion. From 
equations (7) and (44-46), the two constraints of equation (59) 
become: 

(«12+y a22j 
PRo , P , T 

= 0 

PRo , P , T 

2-xrJ 2irRit0 

= 0 

(60) 

(61) 

The compatible equation relating the loadings p and T is 
found by eliminating P between equations (60) and (61), or 

^ = 2 T ( g ' ' 2 g l ' 2 ~ g " g M = S (62) 
pRl \ a'i6ai2-a;2ai6 ' 

The pressure-longitudinal load parameter is found by 
eliminating Tbetween equations (60) and (61). In terms of S of 
equation (62), this is 

- = - 2 i r 
1 (63) 

pR\ " V(iJ2 2 a2\ / 
The results of equations (62) and (63) are shown in Figs. 7 

and 8. Figure 7 shows that the pressure-torque parameter, the 
inverse of equation (62), has a peak value at 60 = 50 deg for all 
E/E' > 1. For an imposed torque, this gives the maximum re­
quired cylinder pressure for full cylinder confinement. Figure 
8 (the right ordinate) shows that the end load-pressure 
parameter defined by equation (63) is independent of E/E' if 
that ratio exceeds unity. For a fixed pressure level p, the com­
patible end load P always decreases with 80 to maintain full 
cylinder confinement. It is noted that the isotropic cylinder is 
not shown in Fig. 8 (the right ordinate) since the only way that 
full cylinder confinement can be met for E/E' = 1 is that 
p = p = 0. For this latter set of conditions, it is recalled that a 
nonzero value for T always implies full cylinder confinement; 
that is, equation (59) is satisfied. 

Using the results of equations (62) and (63) it is possible to 
calculate the helix angle that will minimize the rotation </> 
(minimize yBz) at a given pressure level. The conclusion in this 
case, based on the results of Fig. 8, left ordinate, is that 6a = 53 
deg will produce a minimum <j> for all E/E' > 1. 
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Fig. 8 Rotation (left ordinate) and longitudinal load (right ordinate) (or 
a pressurized and fully confined cylinder 

Effects of Torsional and End Constraint. Consider now 
the special case where the orthotropic cylinder is fully restrain­
ed from rotation and also from longitudinal displacement. 
That is 

7 f c =e„ = 0 (64) 

With equations (7) and (34)-(46) these two constraint equa­
tions are: 

pR0 P T 
(«12+y«22) 

' 2*RJ„ 

pR0 + at*-

' 2-wRlt, 

2irRit„ 

(65) 

= 0 (66) 
' 2irR0L 

By eliminating P between equations (65) and (66), the torque-
pressure parameter is deduced as: 

T -2*(g l'«^-grgi2 W (67) 
pRl \ ai2a^-a26a26 / 

The compatible end load-pressure parameter is found by 
eliminating T between the same two equations. In terms of S' 
of equation (67), this is 

- = - 2 T T (5k 
\ai, 

1 

pR2
0 \ai2 2 a{2 / 

The results of these studies are shown in Figs. 9 and 10. For 
a constant pressure p and a fixed modulus ratio E/E', it is 
observed that both the applied torque T and end load p reach 
peaks that are highly dependent on the helix angle. For in­
stance, if the orthotropic cylinder were to be used as an effi­
cient torque-exerting device, we would pick #o = 60 deg if 
E/E' = 2, but would pick 60 = 80 deg if E/E' = 50. However, 
if this cylinder were to be used as a longitudinal or end loading 
device, we would choose 0O = 62 deg for E/E'= 50. These 
results are contingent, of course, on the requirement that all 
rotations and longitudinal motions be completely suppressed. 

There are three observations for this case where 90 = 90 deg 
and p>0. First, no end load is required for the longitudinal 
strain to vanish, which is a direct consequence of having 
chosen y = 0.5. Second, no torque is required and y$z is 

UJ 
H 
UJ 
S < 
< 
UJ 
en 
3 

u 
O 
cr 
o 

Fig. 9 Torque required to suppress rotation and longitudinal strain in a 
pressurized cylinder 
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Fig. 10 End load required to suppress longitudinal strain and rotation 
in a pressurized cylinder 

automatically zero, a result that agrees with intuition. Third, a 
straightforward calculation of the circumferential strain 
reveals that tM reaches its peak value when 60 = 90 deg, for all 
E/E'>\. 
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Design Examples Summary and Conclusions 

The following examples show the utility of the above 
parametric studies in the design of special purpose configura­
tions. The finite length cylinders are assumed to be fitted with 
end caps that have negligible radial stiffness so that 
homogeneous stresses are maintained throughout. The 
material and geometric properties common to all three design 
examples discussed below are as follows: E= 1.5 x 107 N/m2 ; 
£" = 1.5xl06 N/m2 ; G = 5x lO s N/m2 ; e = 0.5; /„ = 1.5 mm; 
R„ = 15 mm; l0 = 50 mm. 

In the first design, 60 = 30 deg and the maximum allowable 
internal pressure isp = 1.9 X 105 N/m 2 . What is the maximum 
torque 7"that such a cylinder can exert to loosen a bolt, for in­
stance? With E/E' = 10, the value of the shear strain-pressure 
parameter for unconstrained rotation ( r = 0 ) is given in Fig. 2 
as -4 .87, from which ySz = -0 .62 rad. The maximum torque 
capacity is then the value of 7 for which y6z = + 0.62 rad., cor­
responding to complete suppression of rotation. With this 
shear strain and the ordinate of Fig. 4, for which the shear 
strain-torque parameter is 1.55 at 0O = 30 deg and E/E' = 10, 
the maximum possible torque is thus calculated as 7"= 2.02 
N-m. 

For this first design, what is the length change in the 
cylinder for this maximum torque condition? From Fig. 5, the 
longitudinal strain-pressure parameter is 4.2, for which 
e?z = 0.53 for unconstrained rotation (T=0). For fully con­
strained rotation (7 te = 0) let r = 2 . 0 2 N-m. The correspond­
ing value of longitudinal strain from the right ordinate of Fig. 
3 is calculated, or ezz = -0 .37 . By superposition, the net result 
is ezz = 0A6, the length change of the cylinder is UZ = S mm 
and the final cylinder length is £ = 58 mm, which are found 
from equations (57) and (55), respectively, for z = l0 = 50 mm. 

In the second design, the maximum allowable internal 
pressure is again p = 1.9x 105 N/m 2 . What value of 60 will 
produce the maximum end load PI The procedure is to allow 
the cylinder to expand freely in the longitudinal direction with 
a strain ezz compatible with Fig. 5; and then for the same 90 to 
apply a compressive load P compatible with Fig. 6 where this 
load completely nullifies the previous strain ezz. This is 
equivalent to finding the value of 60 that maximizes the ratio 
Y5/Y6, or the ratio of ordinates of these two respective 
Figures. In these terms, the peak compressive value of P is 
given by 

P =(-£-) pR2„ = 341 N (69) 
\ Y § / max 

corresponding to 60 = 58 deg. 
In the third design, the applied torque and the longitudinal 

strain are zero. What value of 60 will produce the maximum 
cylinder rotation at an arbitrary internal pressure? In this case, 
yBz is the sum of two components: that due to the internal 
pressure (Fig. 2) and that due to the longitudinal load (Fig. 3, 
left ordinate). In terms of the ordinates Y2 and 73 of these 
respective Figs., as well as the ordinates Y5 and Y6, the total 
shear strain reduces to: 

In equation (70), the value of P was eliminated from Y3 by the 
multiple Y5/Y6. Using a trial and error procedure, the peak 
value of the bracket term in equation (70) was calculated as 
-4.94, for which 0O = 67 deg. If the internal pressure is 

/? = 3 .8xl0 4 N/m2 , then the corresponding shear strain is 
79z= -0.125 rad; and the rotational displacement and angle 
of rotation at z = l„, calculated from equations (57) and (58), 
are Ue = -6 .25 mm and 4>= -0 .42 rad, respectively. 

Within the limits of linear theory, the deformation behavior 
of uniformly stressed, orthotropic cylindrical shells is de­
scribed by several nondimensional parameters involving four 
independent material constants E, E', G, v, and three loads: 
internal pressure, longitudinal load and pure torque. It is 
assumed that buckling is absent and that the cylinder is suffi­
ciently constrained so that the cylindrical shape is always 
maintained. As shown in Fig. 1, the principal directions of or-
thotropy follow constant angle helices. The more important 
findings of the parametric studies, unique to this type of or-
thotropy, are summarized as follows: 

(1) Longitudinal loading P and/or internal pressure p ef­
fects twisting about the longitudinal axis. 

(2) For P loading only, maximum twisting deformation 
occurs for an orthotropy angle of 60 = 30 deg; but for p 
loading only, this occurs when d0 = 53 deg. 

(3) For a pure torque T, maximum twisting deformation 
occurs when 6a = 45 deg. 

(4) A pure torque T produces a change in cylinder length, 
which is not the case for isotropic cylinders. 

(5) The cylindrical strains yBz, eee and ezz are all amplified 
for a given set of loads (p, P, T) as the magnitude of the or­
thotropy increases, that is, as E/E' increases, given that the 
geometry and other material constants remain fixed. 

(6) The maximum longitudinal strain ezz for P and p 
loading occurs for 60 = 0; but ezz is maximum for T loading 
when 6„ = 30 deg. 

(7) The design examples show that the proper selection of 
cylinder orthotropy (0O and E/E') can lead to optimal defor­
mations or load-carrying capacity. Such designs, however, are 
highly sensitive to both the type of loading and strain con­
straint conditions. 

The results of these studies are important to the design of 
versatile and efficient pressure-controlled actuators made of 
rubber-like materials that can sustain relatively high strains. 
Orthotropy may be achieved by corrugations of the wall. 
Robotics is a logical field of application for such actuators. 
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Finite Deformations of Nonlinear, 
Orthotropic Cylindrical Shells 
The nonbuckling finite deformations of an orthotropic, thin wall cylinder are in­
vestigated. The cylinder is made of a nonlinear material and subjected to internal 
pressure, end load and torque. Initially the stresses and strains in the cylinder are 
assumed to be axially homogeneous. The model is then extended to include axially 
nonhomogeneous stresses and strains that may arise due to particular displacement 
boundary conditions such as radial confinement at the edges. The loads are applied 
to the cylinder incrementally, the finite strains are computed, and adjustments are 
made in cylinder dimensions and the constitutive law to account for geometric and 
material nonlinearities. Parametric studies show how the deformation behavior is 
influenced by the orientation of the angle of material orthotropy. Results may be ap­
plied to the design of pressure controlled robotic actuators and manipulators. 

Introduction 

The behavior of cylindrical shells under a variety of loading 
combinations and boundary conditions has been the subject of 
intense study. The literature is replete with classical and 
numerical solutions involving stress, deformation, and buck­
ling mechanisms. Most of the work to date, however, involves 
isotropic, linear, elastic materials where deformation are 
assumed to be small. Wilson and Orgill (1986) presented 
numerical results for small deformations of an orthotropic 
thin-wall right cylinder made of a linear, elastic material. Ver-
ma and Rana (1983) investigated displacements of a rotating 
concrete cylinder with steel reinforcing rods wound around the 
cylinder as helices. Reissner (1970) calculated the general ex­
pressions for stress and strain in anisotropic, thin walled 
cylinders and Lekhnitskii (1963) solved several problems in­
volving linear elastic orthotropic solids. However, the work 
involving finite deformations of cylindrical shells, even for 
linear elastic isotropic materials, is sparse. The classical text of 
Green and Adkins (1970) discusses finite deformation analysis 
for shells from a general viewpoint. Leonard (1967) solved the 
particular problem of large deformations resulting from in­
flating a flexible isotropic shell of revolution. Presently there 
are several commercial computer codes employing numerical 
techniques to solve finite deformation, cylindrical shell 
problems. 

As the use of rubber and other polymeric materials become 
increasingly popular in structural design, an analysis is needed 
that accounts for both geomtric nonlinearities arising from 
finite deformations and material nonlinearities. In applica­
tions using such materials, it may be desirable to incorporate 
helical reinforcement in the cylindrical shell or to model 
helical corrugations as orthotropy of a continuum. A pro-
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cedure that accounts for such material and geometric 
nonlinearities, as well as material orthotropy along parallel 
helices oriented at a constant angle to the cylinder's 
longitudinal axis, is developed herein. See Fig. 1. Parametric 
studies show how the selection of the orthotropic properties 
will affect the deformation patterns and how proper selection 
of such properties can result in an optimal deformation or 
load-carrying capacity. First, the problem of axially 
homogeneous stress and strain is considered. These results are 
then extended to include nonaxially homogeneous stress and 
strain that arise due to end constraints. The assumption is 
made throughout this study that the stress and strain in the cir­
cumferential direction are homogeneous and that the cylinder 
maintains a circular cross-section as it deforms. Buckling 
loads and post-buckling behavior are not considered. 

The loads on the cylinder are internal pressure, an end load 
applied along the longitudinal axis of the cylinder, and a pure 
torque about the longitudinal axis of the cylinder, applied 
separately or in combination. An incremental analysis tech­
nique is used in which small increments of load are applied to 
the cylinder at each step and the incremental strain is com­
puted by assuming linearity over that small range. The change 
in section properties such as wall thickness and radius are 
computed from the strain increments at each step, thus ac­
counting for the geometric nonlinearities. In addition the 
material properties, assumed to be known functions of strains, 
are updated as well. After each increment of load is applied, 
the section properties and material properties are recomputed. 
The procedure continues in this fashion until the desired load 
level is attained. 

Part I Axially Homogeneous Stresses and Strains 

Incremental Stresses. The stresses and strains are assumed 
to be axially homogeneous, which is possible if both ends of 
the cylinder are capped with flexible membranes. For in­
crements of internal pressure Ap, end load AP, and torque A T, 
the incremental stresses at load step n are derived from 
elementary theory. These are: 
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PRINCIPAL LINE OF ORTHOTROPY 
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Fig. 1 Cylinder geometry, coordinates, and loading 
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where n = J + 1 = 1, 2, 3, . . . 
Here Z, is the polar section modulus , and Rt and t-, are , respec­
tively, the mean radius and thickness of the cylinder at load 
step n. The radial stress Aarrn is vanishingly small, consistent 
with the thin wall assumption. 

Constitutive Relationships and Strain Transformations. 
Consider the thin-walled right circular cylinder of Fig. 1, with 
the orthotropy defined by the constant helix angle 0,. The in­
itial condition i = 0 is the no load condit ion. At load step n = 
i + 1, the incremental strain vector Ae„ is related linearly to 
the incremental stress vector Aa„ through the 4 x 4 coefficient 
matrix A, , assuming sufficiently small load increments. That 
is: 

a23i=ani=an.=a3i. = ~ 

(A 4 1 

(8c) 

(fid) 

(fie) 

(W 

At„ • ) (5) 

(6) 

(7) 

= A,A<7„ (/ = « - 1 = 0 , 1 , 2 , 

Ae„7 '=tAeMAe z zAe r rA7 ( ,J„ 

AffJ = [A€^Ao-zz0Aff te]„ 

and T denotes transpose. 
The general classical constitutive equations for A,- as dis­

cussed by Lekhnitskii (1963) were reduced for the present 
problem by Wilson and Orgill (1986). The components of A,-
are as follows, where the subscripts denote, respectively, the 
row position, the column posit ion, and the load step. 

sin40, 

sin20f cos 2 0,+ 
) \G, E, ) 

/ / I 2v Y . , „ •,„ cos40,-
- + (— — ) sin20 ; cos 2 0,+ -

\G, E, / ' ' E 

(8a) 

(8b) 

/ 4 4 8v 4 \ 
a44. = (—- + — - + — — sin20,- cos 2 0,+ 44' \Ei E; Ej G,/ 

r 2 2 
«14, =«41,- = l~-^T Sin2di+-jjT COS20,-

- ( - ^ 7 — ^ " ) (cos20,- - s i n 2 0 , ) ] -sin0,. cos0 ; (8g) 

[ 2 2 

- — c o s 2 0 , + — s i n 2 0 ; 

+ (— — J (cos20,-sin20,)l .sin0; cos0; (fih) 

a34,=«43,=0 (80 

In equations (8), E, and E- are the tangent moduli measured 
in simple tensile tests and correspond to the slopes of the 
stress-strain curves for principal strains e l u and e22,' in the 1 
and 2 directions, respectively. Similary, G, is the tangent 
modulus for a simple shear test at the principal shear strain 
y1 2 / . Poisson's ratio v is taken as invarient with respect to 
strain levels euj and e22j as observed experimentally for rubber 
by Goodyear (1949). As shown later, the angle of or thotropy 
0, changes with load increment. 

The uniaxial stress-strain behavior with respect to the prin­
ciple directions of or thotropy is assumed in the following 
form: 

an=E0en+B^n+Ce5
n (9) 

"22=Eo e22+B' el2 + C e5
22 (10) 

and the behavior in simple shear with respect to these principal 
directions is of the same form, or 
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<7l2 = G0' 712+^712 + ^ 7 1 2 (11) 

where the coefficients of the strain are measured constants. 
The tangent moduli with respect to the strains at level i in this 
1-2 coordinate system, found by differentiating equations 
(9)-(ll), are: 

E,=E0+3Be1u + 5Ceiu (12) 

E,'=E' + 3 5 ' ei2, + 5C'e^2i (13) 

G,. = G0 '+35g7?2/ + 5C?7?2/ (14) 
These tangent moduli are used to compute the elements of A,-
given by equations (8) for orientation 0,-. 

The principal strains of equations (12)-(14) are related to 
the strains at load level / in the cylindrical system through the 
well-known transformation equations (Popov, 1981) given by: 

2en, = e«w + e„,+ (e(W-ezz/)cos20/+7to-sin20,- (15a) 

2e22; = %/ + izzi + (<W - emi) cos20,- - ySzi sin20; (15b) 

Jin = (e«/ + eM,-)sin20, + y6zi cos20; (15c) 

Geometric Nonlinearities. If the initial wall thickness is t0, 
then after the first load increment is applied there will be a cor­
responding incremental radial strain Aerrl. The updated wall 
thickness after the first load increment 

t^t^X+Ae^) (16) 

Similary, after the second load increment, the updated wall 
thickness is: 

f2 = /,(l+Ae#T2) (17) 

Between two successive load increments, it follows that the up­
dated wall thickness is: 

t, = 1,^(1+&„,) (18) 
In terms of the inital wall thickness t0, equation (18) becomes: 

U = ta fld+Ae,* )-'„*"« (19) 

The factor Fti represents the deviation of tt from t0 after load 
step i. The closer Fti is to unity, the less the solution is affected 
by geometric nonlinearity. 

A similar argument is made for changes in the mean radius. 
Equation (18), rewitten in terms of the mean radius and the in­
cremental circumferential strain, is 

/? ,=*,_ , ( !+Ae M / ) (20) 

Likewise, Rj can be expressed in terms of R0, the mean radius 
of the cylinder under zero load, or 

Rt=RoilQ+te„k)mR0Frl (21) 

Here, Fri represents the deviation of R, from R0 after load 
step /. 

Based on the cross-sectional area of a thin ring given by A,-
= 2ir Rj tjt the updated expressions for the area become: 

A,=A,_l{\+^m){\+^rri) (22) 

i 

Ai=2TrR0t0]J(l+Aem)(l+Aerrk)^2TR0t0Fai (23) 
* r = l 

Likewise, the updated values of the polar section modulus, 
initially given by Z0 = 2irR0

2t0, are: 

Z ^ Z ^ a + A e ^ d + A e ^ ) (24) 

i 

Z, = 2irR0
2t0 n (1 + AeMt)

2(l + Aerrk) =2*R0H0Fpi (25) 
k = l 

The corresponding expressions for changes in length of the 
cylinder are: 

/, = / ,_,(! + Aezzi) 

li = lotld+£*«,)*!. Fj 

(26) 

(27) 

Computation of Strains. The total strains are needed in 
order to update values of the material properties Eh E{, and 
G, and to compute cylinder displacements. Expressions for 
these strains are now deduced. Consider the relationship be­
tween the wall thicknesses tl and t0 given in equation (16). The 
total radius strain after the first load increment is: 

tx-t0 f0(l+Ae, r l) 

t t 

and after the second load increment is: 

t2-t„ t0(l+Aerrl)(\+Aerr2)-t0 

•Ae, (28) 

irrl —' 
to t0 

= (1+Ae r r l)(l + Ae„.2)-1 

After / increments of load it follows that 
/ 

t0Yltt+Aerrk)-t0 

«,„• = =F, : - 1 

(29) 

(30) 

The total strains in the circumferential and longitudinal direc­
tions, obtained in a similar manner, are given by: 

% / = ^ , - l (31) 

^z,=Fzi-l (32) 

The total shearing strain y6zi is simply the sum of the in­
cremental shear strains, as there are no length changes in­
volved. After ; increments of load, this is 

7fc/ : I>7, tot (33) 

The end rotation </>,• of the cylinder may be expressed in 
terms of shear strain. For the first and second load in­
crements, the respective rotations are 

<t>i =A<£, = • A ? , Bz\ 

A 0 2 = ^ - AYort 
^ i 

(34) 

(35) 

The total rotation after two increments of load is the sum of 
equations (34) and (35), or 

l0 h 
02 = - ^ - A7fei + — AYte2 

K0 K{ 

=T:K-
(1+Ae„,) 

^7 te2) 
(l+AeM1) 

Extending equation (36) to / increments of load leads to: 

i - i 

(36) 

•.-HE-** ft (-TTŜ -)) 
Ko V t = i m = i V l+AeMm // 

Rn 

zU-i) DA7ft (37) 
r ( i - l ) Jt=l 

Deformations for Single-Turn Orthotropy. Consider the 
segment of an unloaded cylinder with radius R0 and length /„'. 
The length is selected such that a line parallel with the prin­
cipal directon of orthotropy makes exactly one turn about the 
cylinder as shown in Fig. 2. This condition is expressed as: 

/„' = 27r#0tan 0O (38) 

After the first load increment, /0', R0, and 0O change. The 
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t 0 ( i + A « r n ) 

Fig. 2 Cylinder with a single turn helix: before loading (a), and after one 
load step (b) 

Table 1 Load increments required for a solution error of less than 5 percent (linear material) 

Maximum Value of 
Load Parameter 

pR0 

E0t0 

T 
EoloRo 

p 

EO'ORQ 

= 0.08 

= 0.01 

= 0.07 

= 0.25 

= 0.40 

= 0.16 

Ei/E{ 

10 

50 

10 

50 

10 

50 

Ei/G, 

3 

3 

3 

3 

3 

3 

Increment in 
Load 

Parameter 

0.001 

0.001 

0.005 

0.002 

0.001 

0.001 

resulting change in geometry is given by equations (20), (26), 
(34), and (38), or 

/,' = (2TT + </>,)#, tan0, = /0'(1 + Aezzl) 

= (2^+~ Ay™)R°(! + Ae<">i)tanei (39) 

It follows that the length for steps /— 1 and / are given as: 

//_, = (2TT + <fri-1)/?,_ i tan 0,_, (40) 

/ , '=(2ir+ <£,)#,• tan 0,-

(2ir + d . , _ , + - j ^ - A 7 w ) t f , tan 0, (41) 

Using equations (40) and (41), a recursion relationship to com­
pute 0, is deduced as: 

(1 + A 6-- 1 ) (42) 
\ 1 + AeM, cot 0,_, + A7(w / 

f?, = tan-
6zi' 

Increment Selection and Convergence. The selection of the 
appropriate load increment will depend on the initial angle 0O, 
the ratio of the elastic moduli Ef/E/ and Ej/Gj, the 
magnitude of the load, and the type of loading. As the load in­
crement is increased, the computational effort is decreased, 

but the solution error is increased. The solution error after 
loading step / is defined as 

100lle,--e*ll, 
(43) Percent Error = -

% 
f. « * where e,- is the total strain vector with components egi 

and 7 t e /. The vector e* is the exact total strain vector for the 
corresponding loading level containing the four strain com­
ponents. The percent error is the Euclidean norm of the 
residual vector divided by the Euclidean norm of the exact 
solution. The exact solution is obtained by choosing increas­
ingly smaller loading increments until the solution converges. 

Typical results of such studies are shown in Table 1 which 
gives values of load increments that can be used over the range 
of angle 0 < 80 < 90 deg. These load increments were selected 
so that the percent error as defined never exceeds 5 percent if 
the values of the total nondimensional load parameters do not 
exceed their listed values. The maximum internal pressure, ap­
plied torque, and longitudinal load are/?, T, and P, respective­
ly. The material is linear for these cases, where the only 
nonzero constants of equations (12)-(14) are EOJ Eg , and G„ . 

Part II Nonaxially Homogeneous Stresses and Strains 

Certain edge constraints give rise to nonuniform stresses 
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and strains in the loaded orthotropic cylinder. To account for 
such nonhomogeneity along the length, the cylinder is divided 
into J— 1 segments each of length Az0 given by 

Az0 = 
/„ 

J-1 
(44) 

The incremental and total stresses and strains are computed at 
each pointy = 1, 2, . . . / a s shown in Fig. 1. The boundary 
conditions are incorporated when the strains are integrated 
numerically for the deformations. The computational pro­
cedure follows closely that of the axially homogeneous case of 
Part I. However, quantities such as Aem, F/t, etc., are now 
vector quantities of dimension J with components Aemj, Ftij, 
etc. The added index j denotes the length from the coordinate 
origin as shown in Fig. 1. 

Incremental Stresses. The equation of equilibrium for an 
element of a thin-wall shell of revolution at location j and 
after loading step /, deduced by Timoshenko and 
Woinowsky-Kreiger (1959), is 

Rr, P 
(45) 

Here aW(/ is the meridional stress in the shell, py is the radius 
of curvature in the meridional direction, <jmj is the cir­
cumferential stress in the shell, Ry is the shell radius, /?,• is the 
total internal pressure, and ty is the wall thickness. If the load 
increment is sufficiently small, equation (44) can be rewritten 
in terms of section properties of the previous step, or 

"<W , am - ^ L _ ( 4 6 ) 
Ra-iy Pu-iy hi «-iv 

The meridional stress (Timoshenko and Woinowsky-Kreiger, 
1959) is 

pfi{hM_ ( 4 ? ) 

'HU' 
Pi -KRl-\y 

2irR, 2t< i(/-iv '(/-in/ ^'c'-iv 
By combining equations (46) and (47), the circumferential 
stress becomes 

P<R« Ka-w A RV~l)j 
0 I ( 4 8 ) 

li-\ x lP(i-X)i ' 

Expressions for the incremental stresses for load step ;' - 1 
follow from equations (47) and (48), or 

A<7, HU' 2t ('•-IV 

ACT,,, 
ApRu o-iy (y Ru-Dj \ 

i\i *• 2jO/;_ n ; / 

(49) 

(50) 
Ui-iV V 2P(.i-»j' 

Equations (49) and (50) are similar to the internal pressure 
components of stress given for the axially homogeneous case 
in equations (1) and (2). Note that for the homogeneous stress 
case, p(,-_,)/ - oo and <rW(/ = amj/2. 

To compute strains and deformations in the cylindrical 

coordinate system. Using the stress-transformation equations 
(Popov, 1981) yields 

[~ 1 cos 2a(,_,)y _ _ (51) 

where ot{j_ly, the angle that the wall of the cylinder makes 
with the longitudinal axis, is defined as the gradient of the 
radial deformation, or 

tan a(,•_!)/ = 
du, 

and deformation due to internal pressure, results can be 
developed analogously for end load and pure torque, as well 
as for various combinations of these three types of loads. 

Constitutive Relationships, Material and Geometric 
Nonlinearity. The incremental constitutive law given by equa­
tions (5)-(8), along with the material nonlinearity of equations 
(12)-(14) and the transformations of equations (15), are as­
sumed to be valid not only at each load step / but also at each 
length location/. With this notation, equations (5)-(8) become 

(53) 

<•(/- iv 
dz 

(52) 

In employing the stress transformation of equation (51), it is 
assumed that alpha is sufficiently small so that the radial 
stresses in the cylindrical coordinate system are small, con­
tributing a negligible amount to the cylinder deformation. 

While the discussion in this section has dealt only with stress 

Ateenj 

A < W 

rrnj 

Ae8znj _ 

n = i 
j = 1, 

+ 1 
2 , 3 , 

aUij a12ij 

a2\ij a22ij 

aWj a32ij 

d4iy «42y 

= 1 ,2 ,3 , . 
. . . / 

«13u 

«23y 

«33y 

a43ij 

auu 

a24ij 

a34ij 

aMij _ 

AffM„j 

A°zznj 

&°rrnj 

A°eznj _ 

Note the components of the coefficient matrix of equation 
(53) are still given by equations (8) where each parameter with 
the subscript / now has the added subscript j . In equations 
(12)-(15), the simple subscript / is also replaced by ij. 

The geometric properties, except for length change, are 
deduced from equations (19), (21), and (25), i being replaced 
by ij. The change in length along the longitudinal axis for a 
segment bounded by points j and j + 1 is given by 

AZi:=Az„ + u ziU+1)' " ̂ zij ^ - o **zi (54) 

where AzQ is given by equation (44) and where uz/(J+,, and uzij 

are the total displacements measured relative to the initial 
points j and y'+ 1 when the cylinder is without load (/ = 0). 

Computat ion of Strain, Rotat ion and Orthotropy Angle . 
The total strains can be computed either from the incremental 
strains or from the displacements. The radial, circumferential 
and shear strain at load level / and position j , expressed as emy, 
ewjj, and yeziJ, respectively, are given explicitly by equations 
(30), (31), and (33), where ij replaces ;'. 

An efficient method for calculating ezzij, the longitudinal 
strain, is by the finite difference method used by Utku (1981). 
If uzjj denotes a segment displacement, then 

g _ uzi(j+l) uziU~\) 
zziJ Azw-v + Azy 

(55) 

The average longitudinal strain for the whole cylinder of in­
itial length l0 is 

e"™=— («,«-«wi) (56) ^zzu~~i~ (uzij~uzil) 

coordinate system, it is necessary to transform a^y to that given by 

where / - 1 is the number of length segments. 
The end rotation 4>y of the cylinder segment between loca­

tions/ andy+ 1 can be computed from equation (37), after the 
subscript y is added where appropriate; or from the expression 
involving the incremental circumferential displacement Auejj 

<t>a~iy + -
A"0ij 

T? ( ' - IV 
(57) 

The angle of orthotropy dy in each of the / - 1 longitudinal 
segnents is given by equation (42) where each subscript i or 
( ( -1) is replaced by ij or ( / - l)y, respectively. 

Computat ion of Displacements and Curvature. T h e com­
putation of displacements ur, uz and ue in the case of axially 
homogeneous strain is a straightforward application of the 
strain-displacement equations (Wilson and Orgill, 1986). 
However, when the strains are axially nonhomogeneus, 
displacements are more difficult to compute and in general 
must be obtained numerically. The results that follow will be 
based on the finite difference method discussed by Utku 
(1981) and Carnahan, et al. (1964). 

From the strain-displacement equations given by 
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Sokolnikoff (1956), the incremental radial displacement 
becomes 

Au„ ~-R(i-\)jAee, "rij ~ - " ( i - \)j '-"•BBy W ° ) 

The incremental displacement is then added to the total 
displacement from the previous load step to obtain the total 
radial displacement at step / for segment j , or 

"rii = urU-iy + AurU (59> 
Computation of the incremental longitudinal displacement 

is obtained from the strain-displacement equations by in­
tegrating the incremental longitudinal strain given by 

AuzHJ+ l) " Auii<J-1) = lA z( / -IV + Az«~DC/'-1)3A<W ( 6°) 
Asy varies from 1 to / i n equation (60), a tridiagonal system of 
linear equations is found. These equations are solved 
simultaneously for the incremental displacements Auzlj. The 
total longitudinal displacement at step / is once again com­
puted by adding the incremental displacement to the total 
longitudinal displacement at the previous step. 

uzu = uzu-iy + Auzij (61) 
The computation of the circumferential displacement is ob­

tained from the strain-displacement equations by integrating 
the incremental shear strain. The integration results in expres­
sions similar to equation (60) and (61) for the longitudinal 
displacement. The incremental circumferential displacement 
and total circumferential displacement are, respectively: 

AM, WC/+0' -Aw, . i) = [Az(;_ l v + Az„-_ 1)(/_ i^Ay^y (62) 

*eij = uo(i-[y + Aueij (63) 

With these displacements it is possible to compute ay, the 
angle between the meridional direction and the longitudinal 
axis of the cylinder; and py, the radius of curvature in the 
meridional direction. The angle ay is used in transforming 
stress from the meridional direction to the longitudinal direc­
tion as given in equation (51). Equation (52) expresses a,-, in 
terms of the derivative of urij in the z direction. In finite dif­
ference form, the first and second derivatives of this displace­
ment are as follows. 

durii 

dz 

d2uru 
dz2 

2 [ " r « j - 0 + " r i 

*ri[j-\) + u ri(J+ 1) 
Az„._,v + Az = tan otn 

( i - W - 1 ) 
(64) 

u+l)-2uriJ+-
durii 

dz 
•(Aza ( i - 1 ) ( / - 1 ) -Az d-i))] 

AZ(f- i )( / - i )+ Az</- iy 

(65) 

The radius of curvature is computed from the following 
familar form, together with equations (64) and (65). 

d2urij 

dz2 

(66) 

A comprehensive treatment of the finite difference 
representation of displacement boundary conditions that 
satisfy various end restraints at j = 1 and / is given by Car-
nahan, et al. (1964). A particular example is presented below. 

For suitable convergence, it is important to select a suffi­
cient number of cylindrical segments / - 1 to accurately repre­
sent the cylinder's overall shape. As equations (60) and (61) 
are integrated to yield the displacement, the error in the result 
will decrease as / i s increased. However, if / i s too large, the 
accuracy of the derivatives computed by equations (64) and 
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Fig. 3 Effect of axial load and orthotropy on axial strain (axially 
homogeneous case) 

15 30 45 60 

INITIAL HELIX ANGLE, 60 deg. 

75 90 

Fig. 4 Effect of internal pressure and orthotropy on axial strain (axially 
homogeneous case) 
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Fig. 5 Effect of pure torque and orthotropy on axial strain (axially 
homogeneous case) 

(65) may actually decrease. It was found that the selection of 
the number J is tempered by the initial cylinder geometry, the 
orthotropy angle 80, the material constants, the type and 
magnitude of loading, and the computational effort. 

Parametric Studies. A Fortran IV computer code was writ­
ten to carry out the calculations for the finite deformation 
behavior of both the homogeneous and nonhomogeneous 
types of cylinders. Selected parametric studies for both types 
are now presented. For cases where the material is linear and 
only one of the three loads is present (longitudinal load P, in­
ternal pressure/", or pure torque 7), the deformations depend 
on the following appropriate independent nondimensional 
load parameters and three geometric parameters. 

pR0 

E„t0 E„Rltn Rn 

(67) 
In the selected examples, the deformations were found to be 
very sensitive to the independent parameter 60, the initial 
angle of orthotropy. Therefore, 0O was taken as the abscissa in 
the presentation of the graphical results. The last two 
geometric parameters of (67) affect deformations only in axial 
nonhomogeneous problems. 
- The first type of cylinder has axially homogeneous stresses 
and strains and is made of an orthtropic, linear elastic material 
with the following properties: 

E,/E,' =E0/E0 ' = 10; E,/G, =E0/G0 = 3 
B=B'=Bg = C=C'=Cg=0; v = 0.5 (68) 

The results for this cylinder are presented in Figs. 3-8. 
Figures 3, 4, and 5 shows the behavior of the finite 

longitudinal strain ezz with the loading P, p, and T, respective­
ly. For longitudinal loading, it is deduced from Fig. 3 that for 
80 = 27 deg and 60 > 60 deg, the curves coalesce and ezz is 
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Fig. 6 Effect of axial load and orthotropy on end rotation (axially 
homogeneous case) 
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Fig. 7 Effect of internal pressure and orthotropy on end rotation (axial­
ly homogeneous case) 

linear with P. For 0 < 60 < 27 deg, however, the cylinder acts 
as a "soft" spring in the axial direction, since as P increases, 
ea becomes proportionally larger. For 27 < 60 < 60 deg, 
however, the reverse is true but is less pronounced, where the 
cylinder behaves as a "hard" spring. However, for internal 
pressure loading, Fig. 4, linear behavior is found for 80 = 52 
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homogeneous case) 

UJ 
2 < 
< 

UJ 

a. 

< 
z 
<r 
UJ 
i -

z 
< 
i -

< 
z 
5 

Z 
o 

UJ 

> 
< 

1 1 

-

• p=0.02 
0.01 ^ 

0.001 ~ ~ ^ - \ 0 " 

-

1 I 

1 1 1 

? - 3 

Go 
v " 0.5 
P " 0 T - 0 

(Mo 
Ro 

Ro 
10 

I i I 

-

• 

• 

0 15 30 45 60 

INITIAL HELIX ANGLE, 0O deg. 

75 9 0 

Fig. 9 Effect of internal pressure and orthotropy on axial strain (axially 
nonhomogeneous case) 

-6- la. 
(E l \ 

I 

S 
< 

w 
or 
3 </) 
If) 
UJ 
a. 
0-
j 
< 
z 
a: 
UJ 

6 -

z 
o 
c 2 -

o 

o 
z 
UJ 

Eo 

Eo 

En 

Go 

P 
T 

/o 

Ro 

Rn 

' o 

-

1 

10 

0.5 
= 0 
= 0 

= 10 

= 10 

1 

1 i 

p=0.02 

/ O 0 I 5 N . 

/yooT\\ 
//^wS~\\\ 

/AV/^ooT^\\ \ \ \ 

1 1 

1 

— 

1 

30 45 60 75 90 
INITIAL HELIX ANGLE , 80 deg. 

Fig. 10 Effect of internal pressure and orthotropy on end rotation (ax­
ially nonhomogeneous case) 

strain with pure torque is more complex, as shown in Fig. 5. 
For d0 up to 3 deg, the behavior is linear; and from that point 
to 30 deg the cylinder "winds together" where, as Tincreases, 
changes in ezz are proportionally smaller. However, for 80 
near 80 deg, as Tincreases, ezz becomes proportionally larger, 
and the cylinder winds together more and more easily, within 
small changes for 6,. It is noted that 0,- decreases as the 
cylinder winds together. 

Figures 6, 7, and 8 show the behavior of <l>, the finite angle 
of rotation about the longitudinal axis of the cylinder, with 
loading P, p, and T, respectively. The negative ordinate in 
Figs. 6 and 7 indicates that the cylinder unwinds with the ap­
plication of load. The change from a soft or flexible con­
figuration to a hard one at 60 = 30 deg is apparent in Fig 6; 
but for pressure loading this change is less distinct and occurs 
when 80 is between 50 and 60 deg, as shown in Fig. 7. The ef­
fect of pure torque on <j> for 60 up to about 30 deg is clear from 
Fig. 8: as T increases, 4> becomes proportionally larger, and 
the cylinder winds together and becomes shorter. 

The second type of cylinder selected for study has axially 
nonhomogeneous stresses and strains, but has the same 
material constants as for the study just completed. That is, the 
material is orthotropic, linear and elastic with the properties 
defined by equations (68). For axial nonhomogeneity, the in­
itial geometry (70, R„, t0) and number of points J along the 
length affect the deformation patterns. These particular quan­
tities were chosen as follows: 

URn W; R0/t0 = 10; J=ll (69) 
The boundary conditions for the second type of cylinder were 
chosen to simulate a fully clamped condition at one end, j = 
1, and zero radial displacement at the the end, / = 11. 
However, the longitudinal displacement and twisting angle 
were chosen to be unrestrained at / = 11. These conditions 

deg, with soft spring behavior for smaller values and hard 
spring behavior (but less pronounced) for larger values of 60. 
Except near the extreme values of 60, the behavior of axial 

uzl — u0l — url — «r. = 0 (70) 

The results for this second type of cylinder are presented in 
Figs. 9, 10, and 11 in which the only loading is internal 
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90 

pressure. For the range of p that overlaps (0.001 < p < 0.02), 
it is observed that the curves of Fig. 9 for the average 
longitudinal strain ezz are identical to those of Fig. 4 for the 
homogeneous strain ezz. For this range, then, the end boun­
dary constraints have a negligible effect on the total 
longitudinal deformation. However, for the range of p that 
overlaps (0.001 < p < 0.02), the total end rotations <t> of Fig. 
10 differ from the counterpart results of Fig. 7 (boundaries 
unconstrained), where these rotations become more dissimilar 
as 60 is increased beyond 15 deg. Compared to the constrained 
case, the geometric changes along the length of an un­
constrained cylinder are always more pronounced. The last 
study, Fig. 11, shows the nonlinear variation in midlength 
radius RM, with internal pressure. Such calculations are of 
particular importance for axially nonhomogeneous deforma­
tions because they serve as a way to check the limits of vaidity 
of the present analysis. That is, since out-of-plane stresses, 
strains, and deformations were ignored, then the angle a,y 
needs to be sufficiently small for the results of Figs. 9, 10, and 
11 to be valid, or cos atf = 1, sin ay = ay. For instance, if p 
= 0.02 and 0o = 75 deg, then RM/R0 = 1.25 from Fig. 11. 
Let ay be approximated from equation (52) as follows. 

'Aur\ , / RM-Rn 

V Az / V 0.5 /„ / 

= tan~ 
\.25 Rn-R 

5Rn 

- ) =2.86 deg (71) 

Therefore, ay is sufficiently small to justify the present 
analysis of Part II. 

Acknowledgment 

This study was sponsored by the US Defense Advanced 
Research Projects Agency under Contract No. MDA903-
84-C-0243. Senol Utku is acknowledged for his helpful 
technical advice. 

References 

Carnahan, B., Luther, H. A., and Wilkes, J. O., 1964, Applied Numerical 
Methods, Wiley, New York. 

Goodyear, Tire and Rubber Co., 1949, Handbook of Molded and Extruded 
Rubber, 1st ed., Akron, Ohio. 

Green, A. E., and Adkins, J. E., 1970, Large Elastic Deformations, 2nd ed., 
Clarendon Press, Oxford, England. 

Lekhnitskii, S. G., 1963, Theory of Elasicity of an Anisotropic Body, 
translated from Russian by P. Fern, Holden-Day Inc., San Francisco. 

Leonard, J. W., 1967, "Inflatable Shells: In-Service Phase," Journal of 
Engineering Mechanics, ASCE Vol. 93. 

Popov, E. P., 1981, Mechanics of Materials, 2nd ed., Prentice-Hall, New 
York. 

Reissner, E., 1970, "On Uniform Stress and Strain in Axially Homogeneous 
Cylindrical Shells," International Journal of Solids and Structures, Vol. 6, pp. 
133-138. 

Sokolnikoff, I. S., 1956, Mathematical Theory of Elasticity, 2nd ed., 
McGraw-Hill, New York. 

Timoshenko, S. P., and Woinowsky-Kreiger, S., 1959, Theory of Plates and 
Shells, 2nd ed., McGraw-Hill, New York. 

Utku, S., 1981, Numerical Solutions of Partial Differential Equations, Dept. 
of Civil Engineering and Dept. of Computer Science, Duke University, 
Durham, NC. 

Verma, P. D. S., and Rana, O. K., 1983, "Rotation of a Circular Cylindrical 
Tube Reinforced by Fibers Lying Along Helices," Mechanics of Materials, Vol. 
2, pp. 353-359. 

Wilson J. F., and Orgill, G., 1986, "Linear Analysis of Uniformly Stressed, 
Orthotropic Cylindrical Shells," ASME Journal of Applied Mechanics, Vol. 53, 
pp. 249-256. 

Journal of Applied Mechanics JUNE 1986, Vol. 53/265 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Fosdick 
Department of Aerospace Engineering 

and Mechanics, 
University of Minnesota, 

Minneapolis, Minn. 55455 

P. Villaggio 
Istituto di Scienza delle Costruzioni, 

56100 Pisa, Italy 

Influence of the Bending Stiffness 
on the Shape of a Belt in Steady 
Motion 
The equilibrium and steady forms of a pulley belt are determined. We consider large 
displacements of the central line of the belt for a special class of nonlinear stress-
strain relations which includes the usual linear elastic case. If the centrifugal force 
on the belt is neglected, it is possible to obtain an explicit solution; if the centrifugal 
force is taken into account, but it is not very large, an approximate, but still explicit, 
solution can be derived. 

1 Introduction 

It is commonly known that when a belt transmits a rotatory 
motion to a pulley there is a loss of mechanical energy due not 
only to friction, but also to the flexural rigidity of the belt. In 
the example sketched in Fig. 1, in which a belt with a rec­
tangular cross section imparts a clockwise rotation to a wheel, 
the tension S, in the ongoing branch is less than the tension S2 

in the exit branch. When the belt connects two identical 
pulleys, both of its branches (if long enough) tend to assume 
asymptotically the positions of two straight lines at different 
distances, (R + ex) and (R + e2), from the mean line through 
the pulley centers, one of which is at O. 

This fact was considered for the first time by Coulomb 
(1785) who, on the basis of experimental observations, pro­
posed the following law for ex and e2: 

el+e2 = 5"(a + -£-y (1.1) 

where 8 is the thickness of the belt, S„ = 1/2(5, +S2), and a, 
b, n are constants to be determined empirically. Coulomb's 
formula was subsequently simplified by Eytelwein (1808) to 

el+e2 = c52, (1.2) 

where c is another constant. In 1927, however, Hamel (1927) 
attempted to give a theoretical justification of the old ex­
perimental formulae by considering the belt as an elastic rod in 
equilibrium pulled by two normal forces at the ends and sup­
ported partially by contact with a rigid circle. Hamel con­
sidered the extent of the arc where the belt remains in contact 
with the wheel as an unknown, offering in this way one of the 
first examples of a unilateral constraint problem in elasticity 
theory. He found the theoretical values of ex and e2, however 
the conditions of continuity at the end of the arc of contact 
imposed by Hamel were incorrect and, consequently, his solu­
tion was not completely satisfactory. 
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Fig. 1 

In this paper we propose a revised and generalized version 
of Hamel's original theory. In addition to Hamel's linear 
elastic model, we shall also consider the influence of some 
nonlinear effects that, even in the most common cases, are not 
negligible. Since the relative displacements of the parts of the 
belt need not be small while the strains, themselves, are sup­
posedly small, we shall apply Kirchhoff's theory of thin rods. 
In addition, we shall assume that the material of the belt is 
elastic, but not necessarily linearly elastic, and consider a 
special class of stress-strain laws that describe the behavior of 
highly tensioned belts. The equations describing this model are 
nonlinear, but they will be solved in full generality to find the 
equilibrium configuration of the belt in the absence of gravity. 
The analysis then will be extended to the case in which the 
pulley has a steady angular speed around its axis and the mass 
and the inertia of the belt are no longer negligible; gravity will 
again be neglected. 

In agreement with Hamel's result, if the material is linearly 
elastic, the two branches of the belt assume a straight con­
figuration, parallel to the mean axis through O, at infinite 
distances from the pulley. However, within the class of 
nonlinear elastic materials of this work, we find that such a 
parallel rectilinear configuration for the branches of the belt is 
assumed after finite distances from the pulley. 

2 The Solution: Inertia Neglected 

Let us consider a circle of radius R which represents the 
middle section of a pulley, and a curve A'ABB' which 
represents the axis of a thin plane belt partially wound around 
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Fig. 3 

Fig. 2 

the boundary of the circle as shown in Fig. 2. We assume that 
the belt connects to a widely spaced identical pulley. Let us 
distinguish three parts of the belt; the ingoing arc A'A, the arc 
AB lying on the circle, and the outgoing arc BB'. The points A 
and B, which define the boundaries of the region of contact, 
are unknown. It is also not known in advance that the contact 
set AB is composed of a single arc, but, if the belt is sufficient­
ly flexible, the assumption that it is seems reasonable. The arcs 
A A' and BB', regarded as being of infinite length, tend to 
assume the distances R + ex and R + e2, respectively, from 
the central axis O'O". Furthermore, the deflections ex and e2, 
which are due to the stiffness of the belt, are unknown. The 
tensions in the two branches of the belt are denoted by S2 and 
S,, as in Fig. 2. Of these, S{ is known while S2 is unknown. 

It is assumed that the wheel experiences a reactive torque M 
due to transmission. In order to describe the equilibrium of 
each portion of the belt in classical terms (Love, 1927, Section 
262), we first consider the arc BB' in Fig. 2, the points of 
which are distinguished by the arc distance 5 from the section 
at O'. We call G(s) the flexural couple (Fig. 3), T(s) the ten­
sion, and 7V(s) the shearing force, oriented as shown in Fig. 3. 
Let 6 be the angle that the tangent to the curve, drawn in the 
sense in which s increases, makes with the axis O'O". 

The equations of equilibrium for the arc BB' can be ex­
pressed in the forms 

T=S2cosd, N=S2sind, 
dG 

~ds~ 
- + N=0. (2.1) 

In the following, we shall introduce the quantity K = — dd/ds 
which represents the curvature of the strained axis at the cur­
rent section where the stress resultants G, T, and Nare acting. 
In order to relate G to K we first let azz denote the normal stress 
acting perpendicular to the cross section of the belt, and let ezz 

be the corresponding strain. Let x and y be the principal axes 
of the cross section at its centroid, and take z to be the axis of 
T, x the axis of N, and y the axis of the flexural couple G (as 
shown in Fig. 3). If the belt is sufficiently thin, the strain ea is 
given by 

dd 
t77=—KX = ——x. (2.2) 

ds 

As to the stress-strain law, a relation that is suggested by 
certain experiments (Bach, 1920, and Poschl, 1928, Section 
39) is of the form 

uzz c,tzz> (2.3) 
where E is a constant and n = 1,3,5, . . .On combining (2.2) 
and (2.3) we obtain the stress-couple G: 

G=\\A ~xa^dxdy= ~D" 
" dd y 
~dT\ ' 

where 

/ ? „ = £ ! 1 xn + ldxdy, 

and where the integration is carried out over the cross-
sectional area A of the belt. 

Thus, by substituting this expression for G into the equa­
tions (2.1), we arrive at the differential equation 

D. 
d 

ds [[-£]']• -S2sin0 = O, s2<s<co, (2.4) 

where s2 denotes the arc length of the point B measured from 
O'. If (2.4) is multiplied by dd/ds and written in the equivalent 
form 

— D„\ +S,cos0 =0 , 
dsln+1 " L ds J 2 J 
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we obtain the first integral 

n r r f n » + l 

Dn\ + S2cos0 = const., (2.5) 

where the constant is determined by the assumed conditions 
that 8 and dd/ds vanish simultaneously as s — °°. Thus, 

r A . h H =S 2 ( l -cos0) = 2S2sin2—• (2.6) 
n +1 L ds J 2 

This equation can be solved with respect to dd/ds to obtain 

dd 
ds 

»+)/ M + l S2 . , 0 
2 =f- sin2 — , 

n D„ 2 

(2.7) 

where only the negative root has been considered since 6 must 
decrease with s. By separating the variables in the equation 
(2.7), we then reach 

dd 
2 -^-<fe, (/!= 1,3,5, . . . ) . (2.8) 

sin* 

For n = 1, the solution of (2.8) which satisfies 6(s2) = 02 is 
given by 

t a n — = tan-^-eV s2 / Di ( s - ; r2 ), s 2 ^ ,s<oo. (2.9) 

For « = 3,5,7, . . . , the solution of (2.8) which satisfies the 
boundary condition d(s2) = 62 has the form (Gradshteyn and 
Ryzhyk, 1965, Section 8.39) 

r n~l l i 
B S A H 2 ( « + 1 ) ' T J 

r n-\ l ] " + ' / 0 « + l ^ 2 ~ / 
5 - 5 2 ) , 

*2 = 5 < 0 0 , (2.10) 

where Bx(p,q) denotes the incomplete beta function. 
In both (2.9) and (2.10) 82 is still unknown and must be 

determined by the condition that, at s = s2, dd/ds = — l/R. 
Thus, equation (2.7) yields 

6-, =2 arcsin. 
D„ 

R" 2(n + l) S2 
(2.11) 

If 
D £ _ < 

R" 2(« + l) S2 

1, there exists only one value 

of 62, for 0 % 62 % 7r, which satisfies (2.11). This means that, 
if the ratio D„/R"+1S2 is too large, the belt fails to wind upon 
the pulley, a feature already noted by Wang (1981). 

From (2.8) it is possible to derive the value of R + e2, the 
distance of the asymptote of the outgoing branch of the belt 
from the axis O'O" (Fig. 3). In fact, this distance is given by 
the following geometric relation: 

{
00 

sin0 ds. 
s 2 

Thus, recalling (2.8), we have 

V n D„ -\~rrr ?h sin d dd 
R + e2=Rcosd2+\—, TT^-I , 

2 2 L 2 ( « + l ) S2 J Jo 8 

and by using (2.11) to obtain cos02 and by calculating the in­
tegral, we obtain 

R + e2=R+-
D„ 

(n+\)R"S2 

(2.12) 

The same considerations as given above also hold for the in­
going branch of the belt. Thus, suppose s now denotes the arc 
length as measured from O', sx represents the arc length form 
O' to A, and dl is the angle that the tangent at A, drawn in the 
sense of increasing s, makes with the axis O'O" (Fig. 2). 
Then, in the same way as before, the angle d, made by the 
tangent at any point of the arc A A' with the axis O'O", is 
given by two equations like (2.9) and (2.10) where S2 is re­
placed by St. The angle 0[ is then determined by the condition 
dd/ds = — l/R at s,, and, analogous to (2.11), we get 

d, =2 arcsin 
1 D„ 

R" 2(«+l ) S, 
(2.13) 

Also for the ingoing branch it follows as above that the 
distance R + ex of the asymptote from the axis O'O" is given 
by 

R + e, =R + — . 
(n+l)R"Sl 

In order to complete the analysis of equilibrium it is 
necessary to consider the arc AB. The equilibrium of O'B is 
described by the equations 

dN 

"ds 
-+TK + X=0, 

dT 

~~ds~ 
-NK + Z=0, 

dG 

~d7 
- + N= 0,(2.14) 

where Z and X, respectively, are the tangential and normal 
forces per unit of length exerted by the wheel on the belt. If 
conditions are appropriate for impending motion between the 
belt and the pulley, the belt tending to overtake the motion of 
the resisting pulley, then, on O'B, Z and Xare related by the 
equation 

Z=-f\X\, (2.15) 

where/is the coefficient of friction, herein assumed constant. 
On the arc O'B we have K = l/R = constant. Thus, also G 

= D„/R" is a constant and the last of (2.14) yields N= 0. 
Using (2.15) and solving the first two of (2.14) with respect to 
T, we first see that X = - T/R, so that X < 0, which 
represents a true pressure between the pulley and the belt, for 
T > 0, and then 

dT T 

~ds~f~R~' 

Whence, as T(s2) = S2cosd2, by (2.1), it follows that 

T=S2cosd2e-f(s2-si/R, 0^s^s2. (2.16) 

Similar considerations apply to the arc O'A, with the con­
clusion that the tension is given by 

(2.17) T=Slcos6lef<si-s'>/R, O^s^Si. 
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Since the tension must be continuous at O', it is necessary to 
satisfy the condition 

Stcosd^i™ = S2cosd2e-Ss2/R. (2.18) 

This equation must be combined with the equation which ex­
presses the balance of moment of momentum around O for 
the system, i.e., 

S1(R + e2) = S1(R + e1) + M. (2.19) 

If we now substitute in this equation the values of R + e2 and 
R + e, as calculated above, it follows immediately that S2 = 
S, + M/R. Then, the angles 82 and 0, are determined by 
(2.11) and (2.13). 

We emphasize that the formula (2.18) is valid when the 
pulley offers its maximal resisting torque. If Mis less than this 
limiting value, the arc of effective contact, along which fric­
tion acts, apparently is no longer AB, but consists of a shorter 
arc A*B, where A* (cf. Fig. 2) is interior to AB. (See, for ex­
ample, Dubbel, 1984, p. 809.) 

In order to assess the influence of the stress-strain law (2.3) 
on the value of 82, we show in Fig. 4 the qualitative behavior 
of the function (2.11) for n = 1,3,5 assuming the ratio 
D„/R"+,S2 as variable. Each curve in this figure has a proper 
interval of definition (always greater than two), and it is evi­
dent that the discrepancies between the different solutions 
tend to decrease as n increases, that is, when the nonlinearity 
grows. 

3 Influence of Inertia 

An approximate solution to the above belt problem can be 
obtained when the inertia of the belt is considered, but the 
assumption of steady, slow motion is maintained. In order to 
describe this, we let p denote the mass density of the belt, A 
the area of its cross section, and J the moment of inertia of its 
cross section with respect to the^ axis. The balance equations 
for the arc BB' then become 

dT „ dN „ . d6 
NK = 0, ——+TK=-PAV2 , 

as ds ds 

dG 
. + N=-pJv2 cf-e 

(3.1) ds '"' ds2 

where v is the steady (constant) speed of the belt. Setting 

H=pAv2, C=pJv2, 

and recalling that K = — d6/ds, we may rewrite the first two of 
(3.1) as 

dT 

~dl 
- + N=0, 

dN 

He" 
T=-H. 

Thus, observing that for 0 = 0 we have N = 0 and T = S2, we 
obtain 

T=H+(S2-H)cosd, N=(S2-H)sind. (3.2) 

The third of (3.1) then yields 

d r r de i"i cPe 

a first integral of which is given by 

n f dd - i " + 1 

ds2 

n+l 
r de -\' + (S2-H)cosd—— C [4]'- const. 

Since 0 and dd/ds must vanish simultaneously as s — oo, (3.3) 
becomes 

n r dd in+l 1 r dd i 2 

--2(S2-H)sin2 . 

Now, contrary to the situation when inertia was neglected, 
the last equation can be solved explicitly with respect to dd/ds 
only for n = 1 and n = 3. However, an approximate solution, 
valid for any n, can be found if the motion is sufficiently slow 
in the sense that 

l r J i 2 n „ r dd 

~ds~ 

Putting 

dd »+i „ + i s2-H . , 0 „ /flXN 
—-=-J2 i-—sin2 — ( l + e ( 0 ) ) (3.5) 

ds N n D„ 2 

into (3.4), and disregarding the terms of order higher than one 
in e, we readily find that 

1 C • n+\ S2-H 
2 Cl"2 

and hence, from (3.5), that 

2 J 

dd " + i / « + l S2-H . . 8 
——=- J2 i-—sm2—-
ds ^ n D„ 2 

n-\_ 
1 l+f ^[2^^sin2±r~ 

2n D„ L n D„ 2 J 
(3.6) 

Thus, by separating the variables and using the approximate 
expression (1 +e ) _ 1 = 1 - e, we obtain 

dd 

2n D„l n D„ 2 J 

« + i « + l S2-H 
= - J 2 — d s , (« = 1,3,5, . . .), 

y n D„ 
where, in addition, the initial condition 6(s2) = 02 holds. 

For n = 1, the solution of (3.7) is given by 

(3.7) 

tan = tan — exp 
4 4 

S,-H 1 

D 1 i-_L-£ 
2 D, 

(s-s2) .(3.8) 

For n = 3,5,7, . . . it is again possible to obtain the explicit 
solution of (3.7) in the form 

r n-\ 1 "1 [" n-\ 1 "1 
Bsin2e/2 L ^ T T ? ^"J ~B™2°2<2 L 2(« +1)' ~ \ 

C r n + l S . - H y ^ r« 
D„V n Dn J )e2 

1 C [. n + l S,~H-\ 

~2n 

dd 

n+il n+l Sn-H 

n D„ 
(s-s2), s2^s<<x. (3.9) 

(3.3) The unknown angle 02 must be determined by the condition 

dd 1 
—— = —— at s = s2. 

ds R 

Neglecting the terms of order higher than one in e (0), we find, 
from (3.6), 

1 "+i n + l S2-H ~d2\ 1 C ,1 
(3.4) — « J 2 2— s i n 2 ^ - 1 + ^ — - — i ? " " 1 , 

R v n D„ 2 I 2n D„ J 
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and, therefore, 

0, = 2 arcsin 

D„ 

Rn+l 2(« + l) S 2 - / / 

[ i f -i «+i 

2« Z>„ J 

(3.10) 

The distance of the asymptote of the outgoing branch of the 
belt from the axis O'O" (Fig. 3) is determined by the relation 

i oo 

sin0 ds, 

where, now, cos#2 is given by (3.10) and ds can be expressed in 
terms of dd through (3.7). The result of this computation is 

R + e2=R + -
D. 

(n+l)R"(S2~H) 
•flf CRn" 1 
L 2nDn J 

r CR"~l i -1 

- ( » + i ) 

, (3.11) 
2(S2-H) L 2nD„ J 

With the same procedure as employed above it is possible to 
find 0,, the angle of first contact of the ingoing branch, in 
terms of S^: 

D„ 

0, =2 arcsin 
R" 2(n + l) Si-H 

r 1 + » _ £ . * . - . ] ' 
l 2n D„ J 

The distance of the asymptote of the ingoing branch of the 
belt from the axis O'O" is given by a formula like (3.11) 
where S2 is replaced by S,. 

The equilibrium equations for the arc O'B are 

*L+T*+X=-H-*-, ^L-NK+Z=O, 
ds ds ds 

£ + " -<? -£ - (3-12) 
ds ds' 

Since in this interval K = —dd/ds = \/R - constant, the 
bending moment G = Dn/R" is constant and the last equation 
of (3.12) gives N = 0. Then, the first of (3.12) gives 

X=~(H-T), 

which shows that there is a true pressure between the pulley 
and the belt only if T > H. When such is the case, we may 
again consider the situation of impending motion between the 
belt and the pulley, as before, and apply the relation (2.15) in 
order to reduce the first two of (3.12) to 

dT 1 , 
= — f(T-

ds RJ 

H). 

The solution of this differential equation which, according to 
(3.2),, is such that T(s2) = H + (S2 -H)co&e2 is given by 

T-H= (S2-H)cosd2e--Hs2~^/R, (3.13) 

and, in a similar manner, it follows that the expression for T 
on the arc O'A is 

T-H={S] -H)cosdl^
si-s'>/,<. (3.14) 

Since T is continuous at O', it follows that 

(S, -Hfcosdie^i^ = (S2 -H)cos62e-fs2/R. (3.15) 

By combining this equation with the equation of balance of 
moment of momentum about O, it is possible to derive S2 as a 
function of S,. The dependence of 62 on the stress-strain law 
(2.3) is still elucidated by a diagram like that drawn in Fig. 4. 
Of course, as remarked above, this solution is valid only if T 
•^ H and this will require Sy to be such that Sl -^ H. 

It may be interesting to observe that, for n = 1, 8 tends ex­
ponentially to zero as s tends to infinity, while, for n = 
3,5, . . . ,8 vanishes at a finite value of s, after which the belt 
remains straight. 
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Combined Loading of a Fully 
Plastic Ligament Ahead of an 
Edge-Crack 
Complete, accurate numerical results are given for the solution to the problem of a 
semi-infinite crack aligned perpendicularly to the free-edge of a semi-infinite half 
space in which the ligament is subject to arbitrary combinations of bending and ten­
sion or compression. The material is an incompressible, pure power-law deforma­
tion theory solid. Conditions of plane strain are assumed. Approximate solutions 
are proposed for predominantly bending loadings and also for predominantly stret­
ching loadings. 

1 Introduction 

Accurate numerical results will be presented for the basic 
problem of a semi-infinite crack approaching the free edge of 
a semi-infinite plane, as depicted in Fig. 1. The remote stresses 
acting on the upper-half plane are equivalent to a net load per 
unit thickness P and a net moment per unit thickness M taken 
about the origin in the sense shown. This is a Mode I problem, 
and attention is directed to the plane strain problem with 
e33 = en = e23 = 0. The study is carried out within the context of 
small strain theory, and the material of the cracked body is 
taken to be described by J2 deformation theory for an incom­
pressible pure power-law stress-strain behavior. In uniaxial 
tension the material deforms according to 

e/e0 = (a/a0Y (1.1) 

where a0 and e„ are the reference stress and strain. Under 
multi-axial stress states, <7,y, the strain is 

3 

T 
e y / e « = - (°J°oY 'Si/a,, (1.2) 

Here, Sy is the stress deviator and ae = (iSySy/l)^ is the effec­
tive stress. (In earlier papers on pure power-law problems we 
have introduced an additional convenient scale factor a 
multiplying the right hand sides of (1.1) and (1.2). In this 
paper a has been absorbed into e0). 

Approximate solutions to semi-infinite crack problems have 
been used to model the effect of deep part-through cracks in 
plates subject to combined tension and bending. In particular, 
such solutions play a central role in the development of the 
line-spring model for analyzing the effect of surface cracks in 
pressure vessel walls (Rice, 1972, and Parks and White, 1982). 

This paper begins with the derivation of some fairly general 
relationships for arbitrary small strain deformation theory 
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materials and then proceeds to specialize them to the power-
law material. Numerical results are presented for quantities of 
interest over the full range of combined loading. The effect of 
shifting the origin about which the moment is defined is also 
discussed, and approximate analytical solutions are proposed. 

P ± 
' 2 

Fig. 1 Conventions 
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2 Some General Relationships for Finite and Infinite 
Geometries 

At this stage, consider a body characterized by a general 
deformation theory in which w(e) is the strain energy density 
and 4>{a) is the complementary stress energy density so that 

-~ =</> + w (2.1) 
dey dOjj 

and ayiy --

Consider a body occupying a finite region S, such as that in 
Fig. 1, and let T denote the portion of the body of S in the 
upper-half plane other than the traction-free crack faces and 
the traction-free edge along x{=0. Prescribe in-plane 
displacements on T 

U 
ua2-

e 
~2~ 

e r y f l ^ « (2.2) 

where the sense of 9 is shown in Fig. 1 and 5ai3 is the 
Kronecker delta and ea3 is the permutation symbol. Opposite-
signed prescriptions are made in the lower-half plane. 

The force-like variables P and Mare identified most directly 
through the external virtual work expression as 

l\TTaSuads=(^rT2ds)su 

+ (jreapX/3Tads)5Q = P5U+M5Q (2.3) 

where Ta = aaSn& is the traction vector. In both (2.2) and (2.3) 
the origin of the coordinates (x{, x2) is taken at the free edge as 
shown in Fig. 1. Other choices are possible and may be pre­
ferred for certain purposes. The effect of shifting the origin of 
the coordinates is discussed in Section 5. 

By (2.1) and the principle of virtual work, 

PdU+MdQ=[ oapdealldS=\ dwdS (2.4) 

Thus, with the overall strain energy defined as 

mu,e)=\s wdS (2.5) 

it follows that 

n dW J w dW 
P= . . . a n d M = -dU 39 

The complementary connections may be derived similarly as 

(2.6) 

U=—— a n d 9 = -
dP bM 

where 

In addition, 

* ( P , M ) = j = \ idS 

PU+MQ=W+<$> 

(2.7) 

(2.8) 

(2.9) 

Now imagine that the stress-strain behavior of the material 
is such that W and * are well defined in the limit as the outer 
contour T is expanded to infinity (e.g., /•„—• oo in Fig. 1). For 
the power-law material (1.2) this limit is well defined as long as 
n > 1. However, a linear material (n = 1) is excluded from con­
sideration unless P=0. By dimensional considerations similar 
to those first exploited by Rice et al. (1973), it necessarily 
follows that the functional dependence of W for the semi-
infinite crack problem on the uncracked ligament, b, U and 9 
is of the form 

JV=b2F(U/b,9) (2.10) 

where F depends implicitly on material properties. 
The energy release rate, J, for the semi-infinite body is 

_9_ 

Fig. 2 Nondimensionai displacement and load variables 

J= 
dW 

= 2bF- U-
dF 

db " d(U/b) 
(2.11) 

2W_ PU 

~ ~~b V 
where P=bdF/d(U/b) from (2.6), and (2.10) has been used. 

It has become fairly common practice (Turner, 1980) to 
write the relationship between J and W under combined 
bending and tension loadings as 

j=vJV/b (2.12) 

so that, from (2.11), the "eta factor" is given precisely by 

r, = 2-PU/W (2.13) 

For either P or U vanishing, TJ = 2. As an approximation, TJ has 
been taken to be 2 for load combinations typical of several 
"bend-type" geometries, but this approximation is of dubious 
accuracy in general. For example, when either M = 0 or 9 = 0 
one finds using (2.9) that 

v=l-<f>/W (2.14) 

which is necessarily less than unity since $ and W are each in­
herently positive. For a pure-power-law material this becomes 
7) = (n - \)/n. 

3 Relations Among J, P, M and 0 for Semi-infinite 
Crack in a Power-Law Material 

Because the equilibrium equations and the strain-
displacement equations are linear, the dimensional forms for 
W and $ from the solution for the pure power-law material 
(1.2) are 

W = o0e0tffwW/{e0b),Q/e0] (3.1) 

* = <J0e0b%[P/(a0b), M/(a0b
2)] (3.2) 

where fw and/^, are dimensionless functions of the arguments 
indicated. Moreover, it also follows from the linearity of the 
equilibrium and strain-displacement equations and the 
character of the stress-strain law (1.2) that/^, and/^, satisfy 

fwl-U/(e0b),-Q/e0]=fw[U/(e0b),Q/e0] (3.3) 

/4-P/(a0b),-M/(a0b
2)]=f4P/(a0b),M/(o0b

2)] (3.4) 

Of course, contact between the crack faces is disregarded in 
writing these relations. Our interest is restricted to the range of 
variables such that the crack faces are not in contact; never­
theless, for mathematical purposes it is useful to produce the 
solution over the full range of the variables under the ficitious 
assumption that the crack faces may overlap. 

From the equations listed in the previous section it is seen 
that knowledge of either fw for /^ fully determines the rela­
tionships among J, P, M, Uand 9 . There are various ways to 
present the numerical results forfw orf^, but the pure power 
character of the stress-strain law favors the following ap­
proach. Let 

be polar coordinates in the plane of U/e„b and 9/e„ as in-
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Table 1 Normalized functions for n = 
f f g k 

Table 2 Normalized functions for n = 
f f g k 
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1.55E+02 
1.79E+02 
2.10E+02 
2.25E+02 
1.48E+02 

-2.60E+01 
-1.90E+02 
-2.26E+02 
-1.67E+02 
-9.70E+01 
-5.16E+01 
-2.72E+01 
-1.47E+01 
-8.24E+00 
-4.78E+00 
-1.20E+00 
-8.01E-01 
-5.68E-01 
-4.38E-01 
-3.49E-01 
-2.84E-01 
-2.32E-01 
-1.91E-01 
-1.56E-01 

dicated in Fig. 2. Because/^ is homogeneous of degree N+ 1 
in UU0b and 9/e 0 , one can further specialize (3.1) to 

W=a0e0b
2RN+iM,N) (3.6) 

where / i s a dimensionless function of N= \/n and f which by 
(3.3) has the periodicity 

/(f+7r,7V)=/(f,7V) (3.7) 

Thus, knowledge of /(£", N) completely determines the rela­
tions among all variables of interest. In particular, from (2.6) 

P = a0bRN[(N+ l ) / cos f - / ' s inn 

M = o0b
2RN[(N+l)fsm{+f'cosfl 

where/ ' = 9/(f, N)/d{. From (2.11) it follows that 

/ = 0oeobRN+l{[2~(N+l)cos2{\f+f'sm{costf 

= <,0e0bRN+iS«,N) 

and then, from (2.13), that 

r?(r,A0 = g / / = 2 - (N+ l)cos2 r + (/"//)sinfcosf 

Alternatively, if P and M are preferred as independent 
variables, let 

n |Y P \ 2 ( M \ "I * J rM/(<j0b
2)l 

(3.8) 

(3.9) 

(3.10) 

(3.11) 

(3.12) 

P/(aBb) 

• (3.13) 

Now, since/j, is homogeneous of degree n + 1 in P and M, 

$ = o0e0b
2S"+lh(y,n) (3.14) 

where h{y + ir,ri) = h(y,ri). From (2.7), 

U = e0bS"[(n+ l)hcosy-h'smy] (3.15) 

9 = e0S"[(rt+l)/!sinY + /z'cos7] (3.16) 

where h' =dh(y, n)/dy. 
The relations between the polar load variables and the polar 

displacement variables follow directly from (3.8) and (3.9) as 

S = RN[(N+ \)2f + (f')1}Vl = k($,N)RN (3.17) 

and 

7 = arctan! 
(N+ l ) /sinf+/ 'cosf 

(3.18) 

(3.19) 

(3.20) 

( iV+l) /cosf- / ' s inf ) 

Finally, from the fact that $ = NW, it follows that 

h = Nfk-V»+»/N 

and 

/ = <j0e0b{S/k)n+lg 

4 Numerical Results 

As has already been emphasized, all information regarding 
the relationships among M, 9 , P, {/and J is contained in the 
function/(f, N). This function has been computed numerical­
ly using a finite element method specially designed for incom­
pressible materials as has been described in prior publications 
(Shih and Needleman, 1984a, 1984b). Details peculiar to the 
present problem are discussed in the Appendix. In addition, a 
number of consistency checks on the numerical solution are 
also discussed in the Appendix. These checks give some indica­
tion of the accuracy of the computed quantities. 

The numerical data is presented in Tables 1-3. Values of/, 
/ ' , g, h, h', 7), y and k are given at 5 deg intervals of f for 
n = 3, 5, and 10. Within the range of f from 115 deg to 135 
deg, y changes rapidly so values are given for each 1 deg inter­
val of f within this range. This range spans pure bending (i.e., 
P = 0 , 7 = 90 deg), and data for 7 = 90 deg is also included in 
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Table 3 Normalized functions for n = 
n f f1 g k 

10 

0 .0 
5 .0 

1 0 . 0 
15 .0 
2 0 . 0 
25 .0 
30 .0 
35 .0 
4 0 . 0 
45 .0 
50 .0 
55 .0 
6 0 . 0 
6 5 . 0 
7 0 . 0 
7 5 . 0 
8 0 . 0 
8 5 . 0 
9 0 . 0 
9 5 . 0 

100 .0 
105 .0 
110 .0 
115 .0 
116 .0 
117 .0 
118 .0 
119 .0 
120 .0 
121 .0 
122 .0 
122 .6 
123 .0 
124 .0 
125 .0 
126 .0 
127 .0 
128 .0 
129 .0 
130 .0 
131 .0 
1 3 2 . 0 
133 .0 
134 .0 
1 3 5 . 0 
1 4 0 . 0 
1 4 5 . 0 
150 .0 
1 5 5 . 0 
1 6 0 . 0 
165 .0 
170 .0 
1 7 5 . 0 
1 8 0 . 0 

2 9 . 5 
2 9 . 8 
3 0 . 1 
30 .4 
3 0 . 8 
3 1 . 2 
3 1 . 7 
3 2 . 3 
3 2 . 8 
3 3 . 4 
3 3 . 9 
3 4 . 5 
3 5 . 1 
3 5 . 8 
3 6 . 5 
3 7 . 2 
38 .0 
3 8 . 8 
4 0 . 1 
4 1 . 1 
4 2 . 3 
44 ,6 
4 7 . 7 
53 .6 
5 5 . 5 
5 7 . 8 
6 0 , 7 
6 4 . 5 
69 .4 
7 5 . 9 
8 4 . 1 
90 .0 
9 4 . 5 

1 0 7 . 3 
122 .0 
1 3 7 . 5 
152 .2 
164 .6 
1 7 4 . 5 
182 .2 
1 8 8 . 1 
1 9 2 . 8 
1 9 6 . 5 
1 9 9 . 5 
2 0 2 . 1 
2 0 6 . 8 
207 .0 
2 0 7 . 7 
2 0 8 . 1 
2 0 8 . 5 
208 .6 
208 .9 
2 0 9 . 3 
2 0 9 . 5 

0 .900 
0 .952 
1.002 
1.049 
1.096 
1.142 
1.189 
1.237 
1.287 
1,337 
1.389 
1 .445 
1.504 
1.568 
1.637 
1 .713 
1 .798 
1.892 
2 .000 
2 . 1 2 3 
2 .264 
2 .410 
2 . 5 U 
2 .575 
2 .555 
2 .520 
2 .468 
2 .396 
2 . 3 0 5 
2 .196 
2 .076 
2 .000 
1.947 
1.809 
1.665 
1.514 
1.353 
1.187 
1.017 
0 . 8 4 8 
0 .684 
0 .530 
0 .390 
0 .263 
0 .150 
0 .092 
0 .290 
0 . 4 2 1 
0 .536 
0 .630 
0 . 7 1 1 
0 . 7 8 1 
0 .843 
0 .900 

1.072 
1.126 
1.172 
1.208 
1.236 
1.253 
1.262 
1 .261 
1.250 
1.230 
1.202 
1.164 
1.118 
1 .065 
1.004 
0 .937 
0 . 8 6 5 
0 . 7 8 8 
0 .708 
0 .627 
0 .544 
0 .463 
0 . 3 8 8 
0 .324 
0 . 3 1 3 
0 . 3 0 3 
0 .293 
0 . 2 8 5 
0 .278 
0 .272 
0 .267 
0 . 2 6 5 
0 .264 
0 .262 
0 . 2 6 1 
0 . 2 6 1 
0 . 2 6 3 
0 .266 
0 . 2 7 1 
0 .277 
0 .284 
0 .294 
0 . 3 0 5 
0 .317 
0 . 3 3 1 
0 .420 
0 .512 
0 . 6 0 5 
0 . 6 9 5 
0 .782 
0 .864 
0 .940 
1.010 
1.072 

0 .667 
0 . 5 7 1 
0 . 4 7 1 
0 .366 
0 .258 
0 .150 
0 . 0 4 1 

- 0 . 0 6 6 
- 0 . 1 7 3 
- 0 . 2 7 8 
- 0 . 3 8 2 
- 0 . 4 7 9 
- 0 . 5 7 0 
- 0 . 6 5 5 
- 0 . 7 3 1 
- 0 . 7 9 9 
- 0 . 8 5 6 
- 0 . 9 0 3 
- 0 . 9 2 4 
- 0 . 9 4 5 
- 0 . 9 4 4 
- 0 . 8 9 6 
- 0 . 8 1 3 
- 0 . 6 5 2 
- 0 . 6 0 9 
- 0 . 5 5 9 
- 0 . 5 0 3 
- 0 . 4 4 0 
- 0 . 3 7 2 
- 0 . 3 0 1 
- 0 . 2 2 9 
- 0 . 1 8 7 
- 0 . 1 5 8 
- 0 . 0 8 6 
- 0 . 0 1 5 

0 .059 
0 .136 
0 .217 
0 .303 
0 .392 
0 .484 
0 .577 
0 . 6 7 1 
0 .766 
0 .862 
1.076 
1.060 
1.053 
1.017 
0 . 9 7 1 
0 .907 
0 . 8 3 5 
0 .757 
0 .667 

0 . 9 6 5 
1.073 
1.174 
1.268 
1.354 
1 .431 
1.500 
1.559 
1 .608 
1.645 
1.669 
1.682 
1.682 
1.669 
1.644 
1.606 
1 .555 
1 .491 
1.416 
1 .331 
1 .231 
1.117 
0 .988 
0 .834 
0 .799 
0 .762 
0 .724 
0 . 6 8 3 
0 . 6 4 1 
0 .597 
0 . 5 5 5 
0 . 5 3 1 
0 .514 
0 .474 
0 . 4 3 5 
0 .396 
0 .356 
0 .316 
0 . 2 7 5 
0 . 2 3 5 
0 .194 
0 .156 
0 .119 
0 . 0 8 3 
0 .050 
0 .039 
0 .148 
0 . 2 5 5 
0 .373 
0 .493 
0 . 6 1 5 
0 . 7 3 5 
0 .852 
0 . 9 6 5 

1 .355 
1.364 
1.372 
1.378 
1.383 
1.387 
1.388 
1.388 
1 .386 
1.382 
1.376 
1.367 
1.356 
1.342 
1 .325 
1.304 
1.280 
1.252 
1.208 
1.170 
1 .118 
1 .031 
0 .919 
0 . 7 4 3 
0 .699 
0 .650 
0 .597 
0 . 5 4 1 
0 .482 
0 .424 
0 . 3 7 3 
0 .346 
0 . 3 3 1 
0 . 3 0 1 
0 . 2 8 8 
0 . 2 9 3 
0 .320 
0 . 3 6 5 
0 . 4 2 5 
0 .497 
0 .577 
0 . 6 6 1 
0 .750 
0 .842 
0 .936 
1 .171 
1 .201 
1.246 
1.273 
1.298 
1.314 
1.330 
1.344 
1 .355 

3 .79E-03 
3 .70E-03 
3 .61E-03 
3 .54E-03 
3 .48E-03 
3 .44E-03 
3 .41E-03 
3 .42E-03 
3 .45E-03 
3 .51E-03 
3 .60E-03 
3 .74E-03 

' 3 . 9 3 E - 0 3 
4 .19E-03 
4 .55E-03 
5 .04E-03 
5 .73E-03 
6 .65E-03 
8 .84E-03 
1.12E-02 
1.60E-02 
3 .31E-02 
9 .88E-02 
8 .46E-01 
1.60E+00 
3.44E+O0 
8.51E+00 
2.48E+01 
8.61E+01 
3.40E+02 
1.38E+03 
3.08E+03 
5.12E+03 
1.44E+04 
2.35E+04 
1.88E+04 
7.36E+03 
1.75E+03 
3.34E+02 
6 .11E+01 
1.22E+01 
2.77E+00 
7 . 2 1 E - 0 1 
2 . 1 2 E - 0 1 
6 .89E-02 
7 . 4 0 E - 0 3 
6 .84E-03 
5 .38E-03 
4 . 9 0 E - 0 3 
4 . 4 6 E - 0 3 
4 . 2 8 E - 0 3 
4 . 0 9 E - 0 3 
3 .90E-03 
3 .80E-03 

- 2 . 3 6 E - 0 2 
- 1 . 8 7 E - 0 2 
- 1 . 4 5 E - 0 2 
- 1 . 0 7 E - 0 2 
- 7 . 2 7 E - 0 3 
- 4 . 1 0 E - 0 3 
- 1 . 1 1 E - 0 3 

1.80E-03 
4 .77E-03 
7 .94E-03 
1.14E-02 
1.54E-02 
2 .01E-02 
2 .58E-02 
3 .32E-02 
4 .30E-02 
5 .67E-02 
7 .62E-02 
1 .15E-01 
1 .68E-01 
2 . 7 7 E - 0 1 
6 .39E-01 
2.O7E+O0 
1.70E+01 
3.12E+01 
6.36E+01 
1.46E+02 
3.82E+02 
1.15E+03 
3.76E+03 
1.18E+04 
2.17E+04 
3.06E+04 
4.73E+04 
1.34E+04 

-4 .21E+04 
-3 .80E+04 
-1 .43E+04 
-3 .73E+03 
-8 .66E+02 
-2 .07E+02 
-5 .45E+01 
-1 .59E+01 
-5 .11E+00 
-1 .79E+00 
- 1 . 9 0 E - 0 1 
- 1 . 4 1 E - 0 1 
- 9 . 3 6 E - 0 2 
- 7 . 1 7 E - 0 2 
- 5 . 5 3 E - 0 2 
- 4 . 4 9 E - 0 2 
- 3 . 6 4 E - 0 2 
- 2 . 9 2 E - 0 2 
- 2 . 3 6 E - 0 2 

the Tables. Use of the data can be illustrated by two special 
cases. 

Pure Stretching (G = 0). Pure stretching is defined with 
9 = 0 and U> 0 so that f = 0 deg and R = U/(e0b). Then 

J=aoeob(U/eob)N+ig(0,N) (4.1) 

where g(0, 1/3) = 0.462, g(0, 1/5) = 0.729, and g(0, 
1/10) = 0.965. The corresponding values of P and M can be 
obtained from (3.8) and (3.9). Note that 7 = 30 deg in pure 
stretching, and, from (2.14), i) = l-N. 

Pure Bending. In pure bending, P = 0 and M > 0 so that 
7 = 90degandS = M/((jo62). By (3.20) 

M \"+i 

g (4.2) J-- / M y 
ka0b

2. 

The values of k and g associated with 7 = 90 deg are included 
in the Tables, as are h and h', which allow one to determine U 
and 6 from (3.15) and (3.16). Equation (4.2) can be rewritten 
in the form given by Shih and Needleman (1984a) as 

J=a0e0bhx(ri)(M/M0)"^ (4.3) 

where, for all n, the reference moment is 

M0 = w0b
2 (M2 = 0.364) (4.4) 

The results from Shih and Needleman (1984a) for a deeply-
cracked strip with a ligament to width ratio of 1/8 are. 
Aj(3)= 1.30, / J , ( 5 ) = 1 . 1 6 and /i,(10) = 0.97. The corre­
sponding results converted from (4.2) using the values in the 
Tables are ^ ( 3 ) = 1.31, A,(5)= 1.15 and /J , (10) = 0 .92 . In pure 
bending 77 = 2. 

The overall strain energy Wis equal to the work of the com­
bined loads through their respective displacement quantities. 
If the loads are increased so that M and P maintain a fixed 
proportion, the deformation theory W is also exactly equal to 

7] 1 

0 20 40 60 80 100 120 140 160 180 

7 
Fig. 3(a) The eta-factor as a function of 7 

3.0 

n = 3(KAISER) 
— = 10 

v:£*c = io 

".^(McMEEKING) 

w-b 

tan y -- *L = _L 

50° 
1 

1 

60° 
1 

1 

70° 
1 

1 

80° 
1 

1 

90° 
1 

0.2 0.4 0.6 0.8 

Fig. 3(b) The eta-factor as a function of 7 for the range appropriate to a 
compact specimen 

the work done on the body if the material is described by a 
pure-power flow theory (i.e., an incremental plasticity 
theory). The significance of the "eta factor," 17, defined in 
(2.12) is that it permits the determination of / directly from 
the work done on a specimen by the applied loads. Curves of 
the eta factor are presented in Figs. 3a and 3b. In Fig. 3a, t\ is 
plotted as a function of 7 for n = 3, 5 and 10 over the full range 
of loadings. The same variation of 17 is shown in Fig. 3b for 
n = 3 and 10 for 7 between 50 deg and 90 deg, corresponding 
to the range of 7 appropriate to standard compact tension 
specimens. Predictions from the present calculations are 
shown as dashed line curves in Fig. 3b. Predictions for 77 from 
other investigators are also shown and will be discussed below. 
To apply the deeply-cracked solution to a compact tension 
specimen, we let M=Pw where w is the distance between the 
line of action of the load P and the back face of the specimen. 
Thus, tan 7 = w/b. The parameter x=(w — b)/w is frequently 
used to characterize the geometry of the compact tension 
specimen. It is related to 7 by tan 7 = 1/(1 - x), and the varia­
tion of 77 with x is also included in Fig. 3b. 

A typical value of x for a compact tension specimen is 1/2 
corresponding to 7 = 63.4 with 77 = 2.46 for « = 3 and 77 = 2.42 
for n= 10, according to the present calculations. These values 
are substantially above the pure bending value, 77 = 2. Several 
investigators have developed approximations for 77 to account 
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Fig. 5 Contours of constant * for choice of origin at the axis of rotation 
for pure bending as specified by equation (5.8) 

Fig. 4 Conventions for shift of origin 

for combined loading effects present in the compact tension 
specimen, including Ernst (1983), Kaiser (1985), and McMeek-
ing (1984). In each case, the approximation for the plastic part 
of J leads to an expression of the form 

-1.5 - 1 -0 .5 0 0.5 1 1.5 -1 .5 - 1 

F/O^.b) 

Fig. 6 Contours of constant # for choice of origin such that M = 0 
when 0 = 0 according to equation (5.9) 

J=r,ib~l\ PdA + V2b~}[ AdP (4.5) 
U=U+cQ (5.3) 

where •ql and rj2 depend on A: or 7 (but not on n) and A denotes 
the plastic part of the overall load-point displacement. For the 
pure power law material, this expression reduces to 

J={Vx+Vun)b-iW=i}b-"W (4.6) 

We have used the variations of 17 j and t\2 with x given by 
Ernst (1983), Kaiser (1985), and McMeeking (1984) to plot the 
curves of TJ in Fig. 3b for the pure power material. Ernst's 
results for 7/ are about 13 percent below the present predictions 
for x= 1/2. McMeeking's results are exceedingly close to those 
obtained here over the range 0 .4<x< 1 for which he tabulates 
his 7]l and rj2. This suggests that the more general formula 
(4.5), which is not tied to the power law material, may be used 
with confidence with McMeeking's values of y]x and r\2. and (2 13) is 
Kaiser's predictions for rj are also in reasonable accord with 
those obtained over this same range. However, outside this 
range his predictions deviate substantially from the present 
ones, as is already evident in Fig. lb. We also note that Ernst's 
results become significantly in error in the vicinity of 7 = 26 
deg, which is his "pure tension" limit. Ernst's notion of a 
pure tension limit is tied to the approximate form of the stress 
distribution he assumes. His approximation in this limit 
assumes the stress is uniform across the ligament so that P acts 
through the mid-point of the ligament. Unlike the special 
states of pure stretching and pure bending which are defined 
precisely, the "pure tension" state does not appear to have a 
precise meaning outside the context of his approximation. 

5 Shift of Origin 

For some applications another choice of origin may be 
preferred, and two other particular choices will be illustrated. 
Consider a second set of coordinates (xu x2) with x2 = x2 and 
i , =*! +c, as shown in Fig. 4. The quantities P and 9 are in­
variant with respect to this coordinate shift, but denote the 
moment about the new origin (xx =0,x2 = 0) by M where from 
moment equilibrium 

M=M-cP (5.1) 

The remote displacements are rewritten as 

In deriving the relations of Sections 2 and 3 we could have 
equally well used the variable pairs ([/, 9) and (P, M) 
associated with c^O. With the exception of the expressions for 
7, the formulas connecting the variables remain unchanged. 
However, given the fact that results have been presented for 
the choice c = 0, it is probably simplest to use these results 
together with (5.1) and (5.3) to shift to a set of coordinates 
with c=^0. The alternative is to form a new table of functions 
(/, / ' , etc.) for the new choice from the functions presented 
forc = 0. 

The form of formula (2.11) for / i s not preserved under a 
shift of origin. By (5.3), (2.11) becomes 

/ = 
2W P(U-cQ) 

•q = 2-P{U-cQ)/W 

(5.4) 

(5.5) 

To determine numerical results for J in terms of shifted 
variables, (P, M) or (U, 9) , it is probably easiest to use the 
relations (5.1) and (5.3) to transform to (P, M) or (U, 9) and 
then use Tables 1-3. 

Origin at the "Axis of Rotation" for Pure Bending. As an 
illustration, choose c such that £7=0 when P = 0. That is, the 
origin is located such that in pure bending the remote 
displacements in the upper-half plane are given by 

9 
u„ ag-X-H 

By (5.3) and (3.5), 0= 0 requires 

c _ U 

~b~~~~Qb tanf 
where the value of f is that associated with 7: 
P=0) . From Table 1, we obtain 

c/b--

0.644 (n = 3) 

0.640 (7i = 5) 

0.639 (72 = 10) 

(5.6) 

(5.7) 

= 90 deg (i.e., 

(5.8) 

U 9 
e«ff*p (5.2) 

where, by comparison with (2.2), it is readily established that 

The slip-line field for the perfectly-plastic material from the 
analysis of Green and Hundy (1956) gives c/b = 0.631. This 
choice of origin will be considered again in the next section in 
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connection with an approximation for predominantly bending 
behavior. 

Choice of Origin such that M= 0 in Pure Stretching. As a se­
cond illustration, choose c such that M = 0 when 9 = 0. That 
is, choose the origin so that the moment about this origin 
vanishes under pure stretching. By (5.1), this gives 
c/b = M/{bP) for f = 0 deg. From (3.8) and (3.9), one obtains 

c 

~b~ 

/'(0) 
(N+ IV(.0) 

"0.603 (n = 3) 

0.582 (n = 5) 

0.566 («=10) 

(5.9) 

This choice will be used in developing an approximation for 
predominantly stretching behavior. 

6 Two Approximations 

Predominantly Bending States. Take the origin at the axis 
of rotation for pure bending as specified by (5.7) and (5.8). 
With M measured about this choice of origin, contours of 
constant </> are shown in Fig. 5 for « = 3 and n= 10. For the 
power-law material these contours are self-similar, and the 
particular contour shown was chosen such that the vertical in­
tercept is unity. The nondimensional load variables used in the 
plot are 

P M 
T a n d W < 6 J ) 

P\°o° V-2°ob 

Here, ix2 =0.364 so that ix2a0b
2 is the Green-Hundy (1956) 

limit load for the perfectly-plastic problem in pure bending. 
We take /n, = 2/V3~ so that \i.\o0b would be the limit load in 
pure stretching, if the stress state for this perfectly-plastic pro­
blem were plane strain tension across the entire ligament. It is 
not certain that this is the correct limiting state; nevertheless, 
this choice for \xx is suitable for the normalization. The two 
contours in Fig. 5 were derived from the numerical results 
given in Tables 1 and 3. (The limit of these contours as n—oo is 
the limiting yield surface under the combined loads.) 

By virtue of the choice of origin such that U=d$/dP = 0 
when P=0, it follows that the contour of $ = con. in Fig. 5 
must intercept the vertical M axis with zero slope, as can be 
seen. We construct an approximation in the range of pre­
dominan t ly bending s ta tes ( i . e . , I M/{ia2a0b

2) I > 
\P/{jila0b)\), by choosing an ellipse to approximate the con­
tour of i = con. in such a way that the curvature, as well as the 
intercept and slope, matches that of the actual contour at the 
vertical intercept. The result can be seen in Fig. 5, and the 
specification of the approximation is as follows. 

With $A denoting the approximate <j>, we take 
b2 ( ( P \ 2 ( M \2-)(«+D/2 

1) l ^Wob' \^2a0b
2/ > 

This choice ensures that the approximating contour in­
tercepts the M axis with zero slope; c2(ri) is chosen so that 
$,,=</> when P=0. We determined c^n) by requiring that 
$A = 4> at an angle y about 30 from the horizontal axis in the 
first quadrant of the plane in Fig. 5. This simple procedure 
leads to a very small error in the curvature of the approx­
imating contour at P = 0 but slightly extends the range of the 
approximation so that it is accurate everywhere in the first 
quadrant except in the vicinity of M= 0, as can be seen in Fig. 
5. The values of Cj and c2 so determined are 

c,(3) =1.2141 c2(3) =0.9329 

^(5) =0.9663 c2(5) =0.8838 (6.3) 

^(10) = 0.8433 c2(10) = 0.8828 

and the corresponding locations of the origin to which M is 
referred are given by (5.8). . 

Let H2 denote the quadratic terms within the brackets in 
(6.2), so that 

* 
e0Oob2 

( « + ] 

$A=a0e0b
2H"+,/(n+l) (6.4) 

It follows then that the associated approximate displacement 
quantities are 

U •^/^yp/^aob) 

^c2/,x2)M/(ix2a0b
2) 9=a$ /3M=f 0 f f ' - 1 ( c 2 / / i 2 )M/ ( ( i 2 ( r „^ ) (6.5) 

Moreover, the associated approximate overall strain energy 
WA = n$A is readily found to be 

(6.6) WA -a0e0b
2nH'H \)/n 

where 

L2=- /4 (JL)2
 +J*-(°.V (6.7) 

Ci(n) \e0b/ c2(«) \ e 0 / 
Using the connections P = dfVA/dU and M=dWA/dQ, one 
can derive the associated load variables in terms of U and 6. 

With these results in hand, the approximation for / follows 
immediately from (5.4) i.e., 

JA = [2WA -P(U-cQ)]/b=[2n$A -P(U-cQ)]/b (6.8) 

where U and 9 are obtained from (6.5) if P and M are 
prescribed or P and M are obtained from (6.6) if U and 9 are 
prescribed. We have compared JA with the "actual" /given 
by the full numerical results over the full range of angle y 
measured from the P axis in Fig. 5. For 

30deg<7<100deg (6.9) 

JA differs from / by less than 1 percent for n = 3 and by less 
than 3 percent for n = 10. For the range 

15deg<7<125deg (6.10) 

JA differs from / b y no more than 6 percent for both n = 3 and 
«=10. The approximation does become inaccurate in the 
vicinity of the P axis. With M = 0, the JA differs from / by 16 
percent for n = 3 and 12 percent for n = 10. Thus, this approx­
imation is only recommended for use in the range (6.9) or 
possibly (6.10). 

Predominantly Stretching States. Now take the origin as 
specified by (5.9) such that M = 0 when 9 = 0. Contours of 
* = con. with this choice of origin are shown in Fig. 6. The 
same nondimensional load variables (6.1) are used except, of 
course, now M is taken with respect to the new choice of 
origin. The same constant value of $ as was used in Fig. 5 is 
used in plotting Fig. 6. Since 9 = d* /dM=0 at the intercept 
with the P axis, the contour necessarily has an infinite slope 
there, as can be seen. 

The approximation for predominantly stretching states 
(i.e., \P/(fjLla0b)\>\M/((x2<

Job2)^) is obtained in the same 
way as in the previous instance, except that now the ellipse is 
chosen so that it approximates the contour in the vicinity of 
the P axis. The functional form of the approximation is 
precisely that given above. All of equations (6.2) through (6.8) 
carry over, except that the coefficients cl and c2 in (6.3) will be 
different. In this approximation, c,(«) is determined by re­
quiring $A = $ for Ki= 0 and c2(ri) is chosen to provide a good 
approximation to the curvature at the intercept with the P 
axis. Here we chose c2(n) such that $A = $ at y—15 deg, where 
now 7 is defined as the angular measure from the P axis in Fig. 
6. The resulting coefficients are 

c,(3) = 1.1267 c2(3) = 0.9321 

c,(5) = 0.8625 c2(5) = 0.8882 (6.11) 

^(10) = 0.7408 c2(10) = 0.8051 

As is clear from the contours in Fig. 6, the range of validity 
of this approximation is not nearly as extensive as in the 
previous case. For 

0deg<7<15deg (6.12) 

the error in JA, compared to our numerical results for / , does 
not exceed 4 percent when n = 3 nor 6 percent when n = 10. But 
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outside this range the approximation becomes increasingly in­
accurate, and thus its use is only recommended for the range 
(6.12). Together, the two approximations, for predominantly 
bending states and predominantly stretching states, do span 
essentially the entire range of practical interest. 
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A P P E N D I X 

Finite Element Analysis of Fully Plastic Crack Prob­
lems 

Penalty Formulation, Element Choice and Mesh 
Design. The numerical solutions for the deeply cracked 
panel presented in Section 4 were obtained by a finite element 
reduced integration penalty method (Shih and Needleman, 
1984a). Fully plastic solutions obtained by the method have 
been shown to satisfy rather stringent consistency relations 
(Shih and Needleman, 1984b). We employed the 9-noded 
Lagrangian element to model the geometry depicted in Fig. 1. 
The volumetric stiffness matrix is obtained by 2 by 2. (reduced) 
integration while the deviatoric stiffness matrix is obtained by 
3 by 3 (regular) integration. Hydrostatic stresses are computed 
at the 2 by 2 Gauss points and deviatoric stresses at the 3 by 3 
Gauss points. To obtain the total stress at the 3 by 3 Gauss 
points, we used Lagrangian bilinear shape functions in con­
junction with the values of hydrostatic stress at the 2 by 2 
Gauss points to determine the hydrostatic stress at the 3 by 3 
Gauss points. 

With reference to the geometry in Fig. 1 we modelled only 
the upper-half plane since the problem possesses reflective 
symmetry about the crack plane. We experimented with r0/b 
ratios of 4, 5, 10, and 20 and total number of elements ranging 
from 24 to 120. We found that the solutions for « = 3, 5, 10 
did not change with r0/b ratios when the ratio is 5 or greater. 
Based on these studies we settled on a mesh with 40 elements 
and r0/b = 5. The ring of elements surrounding the crack tip is 
formed with a singular plastic (9-noded) wedge element. This 
element choice and mesh design in conjunction with selec­
tive/reduced integration has been shown to give accurate solu­
tions (Shih and Needleman, 1984a, 1984b). 

Parameter Tracking. The solution to the nonlinear boun­
dary value problem is obtained by the Newton-Raphson 
method. The iterative method is second order convergent if a 
close initial estimate of the solution is available. This initial 
estimate is generated by parameter tracking (Shih and 
Needleman, 1984a). Our numerical procedure begins by ob­
taining the solutions for n = 3, 5, 10 for a particular combina­
tion of displacements, say R = \ and f=0 . The solution for 
n = 3,R=l and f = 0is then employed as the initial estimate in 
the Newton-Raphson iterations for a slightly different value of 
f (the value of n and R are held fixed). A typical solution con­
verges within 5 to 7 iterations. In this manner solutions for the 
complete range of displacement combinations are obtained 
with f serving as the tracking parameter. Solutions are obtain­
ed at f increments of 5 degrees; smaller increments are used in 
the range where the solutions change rapidly with respect to f 
as indicated in Tables 1 to 3. 

Function Evaluations and Spline Fitting. Several quan­
tities of interest can be evaluated directly from the field solu­
tions which are obtained at distinct combinations of remotely 
applied displacements parameterized by f. In particular the 
total strain energy W is obtained by summing the element 
strain energy as defined by (2.5). Using (3.6), the values of / 
are then known at distinct values of f. To evaluate the 
derivative of / with respect to f the following approach is 
taken. We employ the natural cubic spline (Young and 
Gregory, 1972) to interpolate the distinct values o f / a n d f. 
Values of / and / ' at any value of f can then be determined 
directly from the spline functions (note that first and second 
derivatives of the spline interpolation function are continuous 
everywhere, Young and Gregory, 1972). Noting the periodici­
ty of/(3.7) and of/ ' , we have given values corresponding to I 
ranging from 0 to 180 deg. The values of the other functions 
listed in the tables are obtained by using the appropriate for­
mulas given in Section 3 in conjunction with the tabulated 
values o f / a n d / ' . 

Consistency Checks. We carried out several consistency 
checks. In one check, we calculated P and Musing (3.8) and 
(3.9) and the tabulated values o f / a n d / ' . These values were 
found to be within 1 percent of the P's and Ms calculated 
using (2.3) and the equivalent nodal forces associated with the 
nodes on the remote boundary I\ We also evaluated the value 
of the /-integral using a volume integral (area integral in the 
case of two-dimensional problems) expression (Li et al., 1985) 
and the finite element field quantities evaluated at the 3 by 3 
Gauss points. The /values associated with various (area) do­
mains differed by less than 1 percent from the value deter­
mined from (3.11). For the constitutive relations considered in 
this paper (1.2) the surface of constant IV (3.1) and *(3.2) 
must be convex in their respective displacement and force 
planes indicated in Fig. 2. A check of the values o f / , / ' and h, 
h' given in the tables showed that they satisfy the geometrical 
requirements associated with convexity. Finally, we add that 
the convergence of the rotation points (5.8) towards the Green 
and Hundy slip-line rotation point (1956) is an independent 
verification of the accuracy of the fully plastic solutions. 
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A Curved C Shell Element Based 
on Assumed Natural-Coordinate 
Strains 
A curved C° shell element is presented, which corrects several deficiencies in ex­
isting quadratic shell elements. The improvements realized in the present element in­
clude rank sufficiency without transverse shear locking, consistent membrane strain 
interpolation that admits inextensional bending without reduced integration, and 
adequate representation of curvature effects to capture the important membrane-
bending coupling. The element can be constructed either by a nine-point integration 
rule or by a four-point integration rule with the proper rank compensating terms. 
Numerical experiments with the present element on several benchmark problems in­
dicate that the element yields accurate and reliable solutions without any ostensible 
deficiency. The element is recommended for production analysis of shell structures. 

1 Introduction 

Structural engineers often prefer simple elements in perfor­
ming plate and shell analyses, which leads to the adoption of 
triangular or four-node elements for most circumstances. This 
popularity is reflected in recent developments of four-node C° 
elements by Hughes et al. (1977, 1981), MacNeal (1978, 1982), 
Wempner et al. (1982), Crisfield (1983) and Dvorkin and 
Bathe (1984). 

In order to make four-node elements more efficient while 
retaining all of their desirable properties intact, an element 
synthesis technique was developed that led to the formulation 
of a rank-sufficient one-point integrated quadrilateral plate 
element (Park and Flaggs, 1985) and a shell element (Park et 
al., 1985) which, unlike uniformly reduced-integrated 
elements, maintains the accuracy of fully integrated (four-
point rule) elements. The four-node shell element is a strong 
candidate for production applications in which the strains 
vary smoothly. 

There are circumstances, however, where curved elements 
are considered to be advantageous. These include shell struc­
tures in which the stresses vary rapidly or in which inexten­
sional bending deformations dominate the solution, and for 
modeling curved boundaries and free edges by distorted ele­
ment shapes as in curved panels with holes and stiffeners. For 
these problems, the performance of existing 8 and 9-node 
quadratic shell elements has been disappointing (Bathe et al., 
1983), and as a result analysts have been forced to utilize the 
substantially more expensive 16-node elements (Ramm and 
Sattele, 1981). This has motivated the present authors to reex-
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amine existing quadratic plate and shell elements, correct the 
deficiencies and provide a quadratic shell element as an advan­
tageous alternative to 4 and 16-node elements. Although the 
improvements presented in the paper are applicable to other 
types of shell elements, we focus on the 9-node Lagrange shell 
element for reasons discussed below. 

The first candidate quadratic shell element considered was 
the 8-node Serendipity element (Ahmad et al., 1970). 
Although the locking-free transverse shear strain interpolation 
procedure presented in Park (1985) is applicable to this ele­
ment, it was concluded that the resulting element would be too 
stiff without introducing a bubble function as shown by 
Crisfield (1984). In addition, the corresponding membrane 
strain would have to be augmented by a similar bubble func­
tion. This not only complicates the element formulation, but 
yields a rank-deficient membrane stiffness matrix when the 
4-point Gaussian integration rule is used. There is another 
unsettling aspect of the 8-node element: in shell dynamics, 
where the membrane response becomes important, it is better 
to have membrane degrees of freedom that lie on a uniform 
lattice. It is believed that the absence of the translational 
degrees of freedom at the center of the Serendipity element 
will force the energy associated with the membrane strains to 
be numerically dispersed to the side nodes. This numerical 
dispersion within the element is not desirable, especially in 
wave propagation problems. It is noted that the heterosis ele­
ment (Hughes, 1978) adopts the same shape functions for the 
translational degrees of freedom as those of the Serendipity 
element. 

Precursors of the present element may be traced to the 
following works: Hrennikoff (1941) for his adoption of a 
framework analogy to solve elasticity problems; Turner, 
Clough, Martin, and Topp (1956) for their assumed strain ap­
proach; Taig (1961) for his isoparametric (iso-P) representa­
tion of quadrilateral shapes; Wilson (1963) and Argyris (1964) 
for their boundary stress-strain modeling along flat triangular 
element sides; Fraeijs de Veubeke for his limitation principle 
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(1965); Bogner, Fox, and Schmit (1965) and Clough and Felip-
pa (1968) for their recognition of the importance of 
polynomial completeness for element convergence; 
Ergatoudis, Irons, and Zienkiewicz (1968) and Ahmad, Irons, 
and Zienkiewicz (1970) for their introduction of curved 
isoparametric elements; Wempner, Oden and Kross (1968) for 
their introduction of the discrete Kirchhoff condition for thin 
shells; and Irons (1976) for his courageous yet necessary 
departure from the standard iso-P formulation in the develop­
ment of the semi-loof element. The derivation of the present 
element has also been influenced by recent studies by Wemp­
ner et al. (1982), McNeal (1982), Crisfield (1983), Dvorkin and 
Bathe (1984), and Pian (1984) (these works may be collectively 
viewed as additional modifications of the standard iso-P for­
mulations); Parish (1979) for his extensive evaluation of the 
standard iso-P 9-node shell element; and Hughes and Liu 
(1981) for their thick-shell formulation. Finally, a lucid 
physical presentation of practical shell theories by Calladine 
(1983) provided an impetus for developing the present curved 
C° shell element for application to both thick and thin shell 
problems. 

The derivation of the present element begins with the 
representation of the strains along the four element sides (£ = 
± 1 , r] = ±1) and the two interior coordinate lines (£ = 0, r\ 
= 0). These six natural-coordinate lines will be subsequently 
called the reference lines, which is an adaptation of Hren-
nikoff's framework concept. The strains along the reference 
lines are then linearly interpolated. The natural-coordinate 
strains at an interior point of the element are then obtained by 
quadratic interpolation of the strains among three of the six 
reference lines depending upon the component. Finally, the 
local-Cartesian strains, which are required at numerical in­
tegration points for evaluating the element stiffness and inter­
nal force arrays, are obtained by tensorial transformation of 
the natural-coordinate strain components instead of the stan­
dard iso-P derivative transformations. The procedure of 
assuming «atara/-coordinate strains and transforming ten-
sorially to local-Cartesian coordinates has been found to play 
a key role in improving element performance when the mesh is 
distorted or curved. 

The present element formulation thus prevents membrane 
and transverse shear locking, and improves in-plane bending 
performance by carefully constructing the strain components 
along the six reference lines. Furthermore, spurious 
mechanisms are eliminated at the outset by adopting full 
9-point integration, or alternatively by adopting reduced 
(4-point) integration augmented with consistent rank compen­
sating terms, as determined from the symbolic element syn­
thesis procedures presented in Park and Flaggs (1984a, 1984b, 
1985) and in Park (1984). Hence, unlike quadratic C° elements 
based on the standard iso-P formulation, e.g., Zienkiewicz 
(1971) and Irons and Ahmad (1980), the present element does 
not suffer from membrane or transverse shear locking when 
full integration is employed, or from spurious mechanisms 
when reduced integration is augmented with the appropriate 
rank compensation. 

2 Natural-Coordinate Strains and Their Cartesian 
Transformation 

The derivation of the strain-displacement relationships for 
the present element follows much of the conventional 
isoparametric approach with two important exceptions. First 
in the derivation of the natural-coordinate-based strains, the 
simple iso-P differentiation procedure to obtain displacement 
gradients is abandoned. Instead, the assumed strain interpola­
tion approach presented in Park (1985) is adopted to represent 
the natural strain states along the six reference lines. This 
yields improved representations of membrane, in-extensional 
bending and transverse-shear strain states along the curved 

lines. The natural-coordinate-based strains in the interior of 
the element are then obtained by quadratic interpolation of 
the strains among the six reference lines. Second, we abandon 
the use of the isoparametric Jacobian matrix to transform the 
natural-coordinate-based derivatives of local-Cartesian 
displacement components to local-Cartesian derivative com­
ponents. Instead, in the present formulation the local-
Cartesian strain components at each integration point are ob­
tained directly by a tensor transformation of the natural-
coordinate strains themselves. This has been found to improve 
element performance substantially when the element is 
distorted. To this end, we now present the definitions of the 
natural and local-Cartesian coordinate systems, as well as the 
natural coordinate-based strains and their tensor transforma­
tion to the local-Cartesian system. 

The position vector, r, to the middle surface of the 
quadratic element may be expressed by 

r = x{i ,7j)ex + X£ ,v)ey + z(£ ,i?)ez (1) 

where 

e=[ex,ey,ez]
T (2) 

are the unit vectors in a local Cartesian coordinate system 
whose coordinates, (x, y, z), are interpolated by the two-
dimensional quadratic Lagrange shape functions: 

(x,y,z) = YlN^'V)(x„y,;Zi) (3) 

in which (Xj,yit z,) are the nodal coordinate values as shown in 
Fig. 1. 

The unit basis vectors for the natural coordinate system, a5 

and a,, are given by 

1 dr 1 dr 

. a , = — - ^ — (4> * r A ( a? A, dv 

in which A^ and Av are the first fundamental coefficients 
given by 

/ dr dr \ 7 / dr dr \ 

The unit vector a r that is normal to (a f, a,) is then obtained by 

a,=-A^V (6) 
laj x a , I 

lH * . ( ' / ) • < ' ' € + /V2('/) ' • 
lr;=U 

+ Nz{-q) •(<: 
r; = l 

Fig. 1 Six reference lines in nine-node element and assumed natural-
coordinate strain, t a 
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Now, with respect to the local-Cartesian coordinate system, e, 
the shell displacement vector will be defined (by hypothesis) in 
the following manner 

U = (ux + zax)ex + (uy + zay)ey + uzez, z = $h/2 (7) 

where both the translations, ux, uy and uz, and the rotations, 
ax and ay, are assumed to depend only on the natural surface 
coordinates, (£, rj), and h is the shell thickness (see Fig. 1 for 
definitions of these quantities). The covariant displacement 
components along the three natural coordinate lines are ob­
tained by projecting U onto the natural coordinate directions, 

Ut , £ - U . a ? , t /„=U.a„ , C/j. = U.a r (8) 
Throughout the present development we will adopt the con­
vention that the unit normal vector for the e basis (ez) and the 
one for the a basis (af) coincide; in other words, (ex, ey) and 
(a f, a,) are coplanar. This convention leads to the following 
transformation 

where 

a = T » e 

a=[a f , a , , a f ]
7 ' 

(9) 

(10) 

and the transformation matrix T is given by 

xi 

0 

lag x a , I 

H 

0 0 

0 

0 

laf Xa, I 

(11) 

With the above definitions, the covariant strain components 
with respect to a fixed natural coordinate basis are given by 
(see, e.g., Prager, 1973): 

e « = 

">(• 
" L S i 

">e 

1 

^ 

1 

A 
1 

dU( 

flf ' 

3UV 

9* 

aut 

^ X 
i 9t/„ 

dr, 

1 dU, 

v 

= ff A* 9£ 3f 
2 e , r = 

1 dU, dU„ 
(12) 

dr, dt 

Finally, the local-Cartesian strain components are obtained by 
the following tensor transformation 

= T c i f 

=fr 

=»f (13) 

:r« fcfi fcrr. 
Remark 1. Throughout the present formulation, it should 

be understood that the natural-coordinate basis vectors, (a{, 
a,, af), are assumed to be fixed when subjected to differentia­
tion with respect to (£, vj). This definition should not be con­
fused with the curvilinear coordinate systems that are adopted 
in most shell theories. 

The task of discretizing curved structures is now, via the 
above strain tensor transformation, reduced to approximating 
the natural-coordinate displacement derivatives that appear in 
equation (12). This is addressed in the next section. 

3 Strain-Displacement Interpolation Along the Six 
Reference Lines 

In the preceding section, it has been shown that the natural-

coordinate-based strain-displacement relationships given by 
equation (12) require eight displacement derivatives with 
respect to natural coordinates (£, r,). To simplify the subse­
quent derivation, we introduce the following notational 
changes from equations (7) and (8): 

Ui=u + za, [/„ = v + z0, . U{ = w (14) 

where u, v, and w are the translations expressed in the natural-
coordinate basis at (£, r,), and the rotations a and j3 are de­
fined to cause relative displacements of the unit normal along 
the two natural coordinate directions, (£, rf). With these new 
definitions, the strains in the natural coordinate system 
become 

i.H-eH+ZKii, 

2e f,=£ {,+z/c f, 

1 du 1 da 

* { 9? 

1 dv 

-4, dr, 

1 dv 

9/3 1 

*~A( 

1 
K " Au 

1 du 

A, dr, 

1 da 

9? 

9/3 

dr, 

(15) 

A 

2 % = 7{j-> 7«- = a + -

2 e , f = T,f. 7„r = 0 + -

1 dw 

dr. 

*f 9? 

1 dw 

<4„ dr, 

where it is assumed that A( and An are independent of z (or f) 
and may be evaluated at the midsurface (f = 0). 

The derivation of the element approximations to the eight 
strain quantities in equation (15) proceeds as follows. First, 
the strain along constant r, and £ lines will be derived by satis­
fying constant and linearly varying strain states, and by in­
troducing a curvature correction scheme to improve 
membrane-bending coupling. The strains at the interior of the 
element will then be interpolated quadratically from the one-
dimensional approximations. 

For example, the natural-coordinate membrane strain, eH, 
will be obtained as 

«« =WiO»Ktt ) l„=-i +iV20j).e{(£) !„_„ +JV3(ij).ettt) l, = 1 

(16) 

where Nfy) are the one-dimensional quadratic Lagrange 
shape functions along the natural-coordinate Tj-lines and 
ef I,= -i,o,i are the membrane strains along the r, = — 1,0,1 
lines, respectively. 

3.1 Transverse Shear Strains Along the Reference Lines. 
Locking (or over-stiffening) due to inadequate discretization 
of the transverse-shear strain energy in C ° elements has long 
been recognized (Zienkiewicz, Taylor, and Too, 1971, and 
Pawsey and Clough, 1971) as a serious pathology of C ° 
elements. The conventional means for alleviating the 
transverse shear locking phenomenon has been to under-
integrate the transverse-shear strain energy, a numerical trick 
that often gives rise to spurious mechanisms. We shall now 
show that full integration does not cause locking provided the 
transverse-shear strains along the natural coordinate lines are 
consistently approximated. To this end, we approximate the 
transverse-shear strain, y^ by 

7{ r = Ari('?)-7S«) l,= - i +N2(r,).y^) L,=0+Ar30/)'7{tt) l, = i 
(17) 

where Y£ (£) l,= _ i,0,i are the transverse-shear strains along the 
r/= - 1,0,1 lines, given by 
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Tf 
lij = const 

= ( « + • 
1 dw 

AT~W )L (18) a(W=EjV,(U)i, (21) 

Recently, the causes of both the locking and spurious 
mechanisms associated with discretization of the transverse-
shear strain energy were analyzed by symbolic Fourier analysis 
procedures (Park and Flaggs, 1984b and 1985). The analysis 
revealed that rank deficiencies emanate from the reduced in­
tegration of the quadratic interpolation shape functions, A/,-(T/) 

in equation (17), whereas locking is caused by an inconsistent 
approximation of the Y{ 's along ' 'r\ = const'' lines. In the pre­
sent formulation, therefore, we will adopt full integration in 
order to preserve rank sufficiency while avoiding locking by a 
consistent interpolation of the transverse-shear strains along 
the natural coordinate lines. 

The consistency condition requires that, whenever the 
strain-displacement relations make use of the displacements 
themselves and not their derivatives, the corresponding 
displacement components be modified to vary linearly instead 
of obeying the original quadratic iso-P interpolation. For ex­
ample, to avoide transverse-shear locking without reduced in­
tegration, the interpolation of the rotation component, a, in 
equation (18) is modified as follows. If the rotation, a, were 
allowed to vary quadratically, the corresponding transverse 
displacement, w, would have to vary cubically, viz., 

where a, are the natural-coordinate basis vectors at the nodes. 
It is important for these interpolated basis vectors to be used 
at element integration points in the construction of the 
transformation matrix, T (equation (11)), for proper transfor­
mation of the strains from natural-coordinate to local-
Cartesian bases (equation (13)). 

3.2 Membrane Strains Along the Reference Lines. Several 
approaches have been proposed for improved interpolation of 
membrane strains for curved elements. A recent article by 
Belytschko et al. (1985) reviews various membrane modeling 
approaches and discusses in detail three major approaches: 
reduced integration by Parisch (1979) and Stolarski and 
Belytschko (1983), mixed formulations by Lee and Pian (1978) 
and Noor and Peters (1981), and the so-called mode decom­
position technique by Stolarski et al. (1984), among others. In 
the present formulation, we adopt a generalization of Hren-
nikoff's method (1941) in that the membrane strains are 
assumed to vary linearly along the element's six reference 
natural-coordinate lines. In so doing, the assumed membrane 
strains are to satisfy two requirements: the direction of the 
covariant membrane strains must remain tangent to the curved 

w=IX-(£)w,- + £(i-£2)Av (19) 

where Aw may be viewed as a hierarchical displacement. 
Substituting the above modified interpolation for w into the 

transverse-shear strain expression (18), for Y{, and constrain­
ing the transverse-shear strain to be linear along £, one obtains 
for the hierarchical displacement 

Aw = 
1 

(a i -2a 2 + a3) 

Finally, collecting the constant and linear terms and rearrang­
ing the resulting expression for the transverse-shear strain, one 
obtains the following modified approximation for a 

-(i-4-)« 
3 

. + ^ + (i+4>3 
(20) 

A similar approach was successfully used in the development 
of plate bending elements by Crisfield (1984). 

To complete the derivation of the transverse-shear strains 
along the natural coordinate lines, the term (1/A() (dw/d£) in 
equation (18) needs to be modified further in order to main­
tain consistently both the constant and linearly varying 
transverse shear strain states. We shall defer this step to a later 
section as the necessary modifications follow a similar pro­
cedure to that used for the interpolation of membrane strains, 
which are presented below. 

Remark 2. The preceding derivation for the assumed 
transverse shear strains, if specialized to a rectangular four-
node case, would result in the same expressions as those 
already derived in MacNeal (1978), Hughes and Tedzduyar 
(1981), and Dvorkin and Bathe (1984). However, equation 
(17) differs from these formulations in that it is associated 
with direction cosines obtained by interpolating the natural-
coordinate basis vectors at the nodes rather than with those 
computed directly from the isoparametric Jacobian matrix. 
Specifically, the natural-coordinate basis vectors at the in­
terior of the element, defined by equations (4) and (6), are ob­
tained for the 9-node element via 
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line, and the curvature term associated with the curvilinear 
coordinate definition of strain must itself admit a linear varia­
tion. Realization of these two requirements mitigates mem­
brane locking and improves inextensional bending perfor­
mance for thin shells, as explained below. 

If one employs the standard iso-P approach to interpolate 
the membrane strain, e£, along a ^-coordinate reference line, 
one obtains for a quadratic element 

1 £ 
tf V ? ' ~~TT~ (u 3 -u l ) + — (u3-2u2 + u{) 

JUTlt i* t 

'«)=- (22) 

where the t/,-'s are the three nodal displacements along the 
reference line, all pointing in the direction of the tangent, a?, 
at the evaluation point, £. Figure 2 shows the actual mem­
brane strain distribution along a circular arch that is subjected 
to two constant strain states: under a uniform pressure and 
due to a uniform stretching around a frictionless rigid man­
drel, respectively. Note that the membrane strain states com­
puted by equation (22) are in error for both cases, except at 
certain points. In particular, the strain at the element center, 
which is one of the three full-integration points, is far less ac­
curate than at the two Barlow points (1976), £ = ± 1/V5". This 
inadequacy was investigated in Park (1985), which led to the 
improved strain interpolation summarized below. 

We search for points along the natural coordinate lines at 
which the standard strain interpolations, e.g., equation (22), 
yield accurate representations of the constant strain states. 
These happen to be the two reduced-integration (or Barlow) 
points. We then assume that the membrane strain is 
distributed linearly along the £ coordinate line, while still satis­
fying the constant strain states. This leads to the following in­
terpolation formula 

«{(£)=eo + £*ei 
where 

to = — ( e f (VI73) +ef ( -VT7I ) ) , 

«i = -^ - ( e f (VI73) - e f ( -VI73)) 

(23) 

(24) 

It must be noted that the membrane strain, e{, in equation (23) 
is assumed to be tangent everywhere along the ^-coordinate 
line. That is, while both e0 and et are fixed, both the 
magnitude and direction of e{ vary linearly with £. 

Remark 3. The membrane over-stiffening phenomenon that 
is frequently encountered in curved elements emanates from 
poor modeling of the membrane strain states at the integration 
points. One of the important consequences of the above inter­
polation is that the constant and linearly varying strain states 
are correctly modeled regardless of whether a two or three-
point Gaussian quadrature rule is adopted. 

In order to appreciate how the present strain interpolation 
along £-lines captures membrane behavior, and to identify 
ways in which it may be further improved, let us compare the 
present approximation with the classical strain-displacement 
relation for a circular arch. In classical shell theories, the ef­
fect of curvature on the membrane strain in a circular arch 
with radius R is explicitly represented by 

1 dii w 
e f = — - T 7 - + — (25) "={• 

H K R 

where u and w are expressed in a natural coordinate basis, (a f, 
a,, af), that varies along the £-line (see Fig. 2a). Recall that, in 
contrast, the original natural coordinate basis vectors, (a f, a,, 
af), are assumed to be. fixed with respect to natural-coordinate 
differentiation. Therefore, in the present membrane-strain in­
terpolation (equation (23)), the curvature effect is captured 
implicitly through the transformation of the nodal 
displacements from the nodal bases to the integration-point 

basis. For example, the displacement at node / corresponding 
to the tangent direction, a?, at the point £ is given by 

« / (€ )=a t (£ ) 'U , = aj(£) 5 

\H~i~ 

arii 

l H ~ i \ 

- l 

-
f"''] 

V; 

L ^ 

(26) 

where (a?;, a,,-, af,) are the natural-coordinate basis vectors at 
node i. 

It was shown in Park (1985) that the present membrane 
strain interpolation models the curvature term, w/R, at the 
center node (;' = 2) of a £ reference line by 

w 1 sin(0j) w3 + w2 + vv. 
R 6, 

(27) 

in which 6^ is the angle between the tangent at the center node 
and the tangent at the Barlow point (see Fig. 2). Note that w,- is 
the normal displacement component at node /. 

The above examination of the interpolation formula (equa­
tion (23)) reveals that the curvature effect, viz., w/R, is 
modeled by a uniform averaging of the three normal 
displacements. In other words, the w term in the natural-
coordinate-based strain, e£, is approximated by a constant, 
whereas the approximation of the first term in equation (25), 
dw/d£, varies linearly with £. This inconsistency is analogous 
to the transverse-shear strain, yF, (equation 18) for which the 
standard Iso-P interpolation led to a constant a and a linearly 
varying dw/d£. Therefore, employing the same consistency 
consideration that was invoked to derive locking-free inter­
polation of the transverse-shear strain, the desirable represen­
tation of w in the term w/R becomes (see equation (20)) 

/ I I \ 2 / 1 £ \ 
H " « ) = ^ — ^ - J W , + — W 2 + ( ^ — + —JH-3 (28) 

which yields at the three nodes 

4w1+4w2—2w 3 w, + 4w2 + w, 
- , w,'= . 

-2w{ +4w2 + 4w3 
(29) 

The above formulas give an improved representation of cur­
vature effects, realized by replacing w, in equation (26) by w,', 
that is 

M S ) - a 5 ( £ ) 3 

r Hi -

L H>\ 

- 1 

. 
f" ' l 

Vi 

v_v>L 

(30) 

In order to obtain the final interpolation formula for the 
membrane strain along a £-line, first, equation (30) is 
substituted into equation (22). Second, equation (22) is 
evaluated at the Barlow points (±Vl /3 ) and substituted into 
the modified strain interpolation expressions, (23)-(24). Final­
ly, the strain-displacement relation for eF(£) emerges as 

3 

i ' = l 
ee=El*^"f + *f,'£ii + * ? " ' * ' ) (31) 

where 

b\u-
. As, " ( C / 1 * K « +crltruu) 

b\«= — (cntZ, + cnO 
As. 

(32) 

b\w = F ( c i 4 + e ^ » ) 
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in which Asj is the curved beam length along the i\ = constant 
reference line, and cn, cn, c'n and c'ri are given by 

c"=At-7l)'c» = (-T-ll) + (l-?)t (33) 

V3\ 

—(-f-wH'-T)*-
v1\ 

1 4 

1 
C / 3 = - ^ ( - 2 c n + c / 2 + 4c,3) 

1 4 
Cf'l = - g ~ ( 4 c r l + Crl ~ 2crl) > c/2 = — ( C r l + C r 2 + C r3 ) , 

c ; 3 = - — ( ~ 2 c r l + c r 2 + 4cri) 

(34) 

(35) 

(36) 

and the coordinate transformation matrix components, tm, 
etc., relate the displacements expressed in the natural coor­
dinate bases at the element nodes to the natural coordinate 
bases at the two (right and left) Barlow points, £ = ± 1/V3~, 
designated by r and /, respectively, e.g., 

w>- , 

t" t" 

t" (37) 

where w{is the component of the displacement vector at node ; 
pointing in the af direction at £ = - 1/V3~. The remaining 
terms needed for the right (r) Barlow point and for reference-
line nodes 2 and 3 can be similarly obtained by following the 
above procedure. 

4 Natural-Coordinate Strains in the Element Interior 

The strain-interpolations along the six reference lines 
presented in the preceding section can now be used to inter­
polate the natural-coordinate strains to the interior of a 
generally shaped 9-node element. 

4.1 Natural-Coordinate Membrane Strains. The two 
membrane strains, ef{ and evv, can be obtained by quadratic 
interpolation of equation (31) in the same manner as was done 
for Yjf in equation (17). However, to satisfy correct in-plane 
bending deformation modes, e^ must be interpolated in a 
special manner. To accomplish this special discretization, let 
us recall from equation (15) that 

1 dv 1 du 
- + -a* 

(38) 
1 ? «? ^ , dri 

The above expression for e^ implies that, since the two 
natural-coordinate derivatives, di>/d£ and du/d-q, are to vary 
linearly along the £-and 17-lines, respectively, so must their in­
terpolations in the complementary directions. This 
homogeneity requirement is satisfied if Af(£) and iV,(i?) are 
replaced by N, ( \) and N-, (-q) (see equation (20)), respectively, 
to yield 

* 1 

y=i Ai = 0-2) ff. A U=(/-2) 

where vi( | , = t/-_2) and un |{ = (,-_2) are the derivatives of (v, u) 
with respect to (£, -q) along the constant-^, £) reference lines, 
respectively. 

With the above special treatment of e£,, the resulting 
natural-coordinate membrane strain-displacement relations 
may be written as follows 

9 

«" = E ( B f 5 a + Bfyn + B - w a ) , eN = {e(i,em,eiri}
T (40) 

0 = 1 

in which, with the nodal subscript relation, a = 3(J — 1) + i 
(see Fig. 1), the strain-displacement matrix components are ex­
plicitly given by 

NjWb? 

N,tt)b]u+NJ(rl)b
lj" 

NjMbf 

B™= N,(S)b]v 

N^bf+NjMbf 

N,(t)b]w' 

N,(l;)b]w' +Nj(v)tf
w' 

where the 6,'s were defined in equation (32). 

4.2 Natural-Coordinate Bending Strains. The natural-
coordinate bending strains are constructed in a similar manner 
to the membrane strains, except in terms of the rotational 
quantities, a and (3, and without the need for the curvature 
corrections used in equation (28). Thus, 

(41) 

(42) 

(43) 

*N= E (Bratt + Bf&tt), *"=(*«,*„,*{, 

where 

B«» = 

Nj{i))b? 

N^)bf 

Ni^bf+Nj^W,") j 

NjMbf 

NADbT+Njitfti") 

(44) 

(45) 

(45) 

4.3 Natural-Coordinate Transverse-Shear Strains. As 
shown in equation (20), the rotational displacements, a and (3, 
must vary linearly along the constant-?; and £ lines, respective­
ly, in order to yield a locking-free transverse-shear strain field. 
In addition, care must be exercised so that the curvature ef­
fects due to u and v (in the corresponding curvilinear strain-
displacement relations) also vary linearly. The incorporation 
of these curvature effects (which is analogous to the procedure 
used for the membrane-strains) yields the following natural-
coordinate transverse-shear strain interpolation formula: 

7N= E (fy"ue+Bpva+fy'>wB+B'rae+B*&a), 

7 " = ( Y 5 f , 7 , f P (47) 

(39) where 
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Byu, 

mv--

Br = 

Br = 

Bf--

NjWbf 

N,U)bf 

N,(i)b]w 

0 

0 

Nttt)NjW 

(48) 

(49) 

(50) 

(51) 

(52) 

Remark 4. The present formulation is easily extended to the 
sixteen-node C° element if one adopts the following modifica­
tions. First, the consistent interpolations for (a,/3), and the 
curvature terms, (w/R, u/R, v/R) are modified according to 
(Park, 1985), e.g., for u': 

( - l + 6 £ + 9£2 . ( 9 - 4 2 £ - 9 £ 2 ) _ 
- u2 16 

(9 + 42? 

w.+- 16 

16 

-9£2) . ( - l - 6 £ + 9£2) _ 
3 16 4 (53) 

Second, the strains along the four element sides (£ = ± 1, rj = 
± 1) and the four interior natural coordinate lines (£ = ± 1/3, 
?) = ±1/3) are assumed to vary quadratically. Finally, the 
natural coordinate strains in the interior of the element are ob­
tained by cubic interpolation of the strains along the eight 
reference natural coordinate lines. Similarly, the natural-
coordinate-based formulation of the four-node C° plate/shell 
element (Park et al., 1985) can be obtained by appropriate 
adaptation of the present formulation. 

This completes the derivation of the natural coordinate 
strains at an interior point of the quadratic element. However, 
to evaluate the strain energy at numerical integration points 
and thus obtain the element stiffness and internal force arrays, 
some additional transformations are required. These are ad­
dressed in the next section. 

5 Element Stiffness, Internal Force, and Geometric 
Stiffness 

There are two avenues for evaluating the strain energy based 
on the natural-coordinate strain-displacement relations given 
above. The first is to adopt a conjugate natural-coordinate 
stress tensor, as was employed by Dvorkin and Bathe (1984). 
Although this approach appears to be straightforward, it re­
quires the transformation of the Cartesian constitutive tensor 
to the element natural coordinate system, which can become 
quite costly for nonlinear shell analysis. Furthermore, natural-
coordinate components are not particularly "natural" for 
engineering purposes. Thus, in the present formulation, the 
conventional Cartesian constitutive relations are preserved by 
transforming the assumed natural-coordinate strains to the 
local-Cartesian coordinate system defined at each numerical 
integration point. Note that the precise orientation of the in-
plane local-Cartesian axes is arbitrary; that is, except for the 
normal axis, which is the same for the two bases, the above 
assumed natural-coordinate strain approximations are in­
variant with respect to the choice of the local-Cartesian basis. 

5.1 Cartesian Strain-Displacement Matrix. The local-
Cartesian strain-displacement matrix needed to compute the 

element strains, stresses, stiffness matrix and internal force 
vector, can now be obtained with the tensor transformation 
given in equations (11) and (13). After some rearrangement, 
the local-Cartesian membrane, bending and transverse-shear 
strains are obtained from the corresponding natural-
coordinate strains via the following matrix-vector products: 

t2 

hi 

hi 

2txi tyi 

t2 

hi 

hi 

2tx( tyi 

t2 

lX7) 

t2 

7t t 
^lxi]lyr\ 

t1 

t2 
lyn 

^hrl hi 

^Xi ^X-q 

hi hn 

hi hn hy tyi 

*-xi ^xt\ 

hi hv 

txi hi hn) hi 

• 

eu 

6IJ1) 

- € { > j -

(-Kiv. 

(54) 

lxi Lxt) 

lyi lyv 

Finally, substitution of (40), (44), and (47) into (54) followed 
by transformation of the nodal displacements from the 
natural-coordinate bases to the global bases used for the 
assembled structure (which may be either fixed Cartesian or 
shell-oriented), leads to the following standard format for the 
element strain-displacement matrix: 

B™ 

B* 

B„ 

(55) 

where 

d e =[K?, i ;0 ,w? ,a? , j3?r , B ^ T ^ B ^ T ^ (56) 

in which Aa is the global generalized displacement vector at 
element node a; B ^ ' are the natural-coordinate strain-
displacement matrices for membrane, bending and transverse-
shear components, whose submatrices are given by equations 
(41)-(43), (45)-(46), and (48)-(52); TLN is the strain transfor­
mation from natural-coordinate to local-Cartesian bases at in­
tegration points (from equation (54)); and TN„G ls t n e 

displacement transformation from global to the natural-
coordinate basis at node a. 

5.2 The Element Linear Stiffness Matrix, K,. The element 
linear stiffness matrix in the Global (assembled-structure) 
coordinate system is, for the case of a symmetrically layered 
shell, composed of independent membrane, bending and 
transverse-shear contributions, i.e., 

K, = Km-l-K*-l-K* (57) 

where K ( m A s ) are defined in terms of the strain-displacement 
matrices in equation (55) as 

K" [Bm]T[Cm][Bm]dS 

K * = [Bb]T[Cb][Bb]dS 

K s = f [Bs]T[Cs][Bs]dS 

(58) 

(59) 

(60) 

in which the C's are the corresponding integrated material 
constitutive matrices. Note that all integrals are performed 
over the current element reference-surface area. 

5.3 The Element Internal Force Vector, f. For use in 
nonlinear analysis, the element internal force vector is 
obtained by 
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f = [ [Bm]r[n}dS + \ [Bb]Tlm}dS+ \ [Bs]T{q}dS (61) 

n=[nxx,nxy,nyy}
J 

m = {mxx,mxy,myy}
T 

where 

(62) 

(63) 

Q=(<7«.4<y,!r (64) 
are membrane (force), bending (moment), and transverse-
shear (force) stress resultants, respectively, with the conven­
tional thin-shell definitions. 

5.4 The Element Geometric Stiffness Matrix, K r The ele­
ment geometric stiffness matrix can be constructed in the 
following specially-ordered form (see, e.g., Zienkiewicz, 
1971): 

0 

K* = l 
Symm. 

0 k i + ks 

0 0 

<» o 
V + V 

0 

k6 + ks 

0 

0 

k s ' + k 6 

dV (65) 

where each row partition corresponds to a particular displace­
ment component evaluated at all nine of the element's nodes, 
i.e., {«?}8=i,9, [vO)a=li9,etc.,and 
km = WFo„W1 + [W»]T<jyy[W»] 

+ Wu]Toxy[W»] + [BnToxy[Bx»] (66) 

k, = [ B » ] ^ J B ° ] + WVayz[Bn (67) 

k6=zk,„, k 6 ' = z 2 k „ , k / =zks (68) 

in which Bx" is the interpolation matrix for the derivative of ux 

with respect to x, Ba is the interpolation matrix for ax, etc. 
In the actual element implementation, these local-Cartesian 

derivatives are obtained from the natural-coordinate 
derivatives (which are assumed in a manner similar to that 
employed for the strains) via the transformation 

(69) 

A similar transformation may be employed for the derivatives 
of the rotations, <xx and ay. 

Remark 5. It should be noted that the present formulation 
can be applied to general nonlinear analysis by adopting either 
a corotational procedure (e.g., Rankin and Brogan, 1984) for 
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hi hi 

hi hi 

t1 

hi 
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hlh( 

hri'yi 

hvhi 
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hi*xi 
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hi 'MI 
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t2 

lyi 
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hi 

tvi 
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\ i -

v,( 

u,1 

v,1 

w,i 

w 

the small-strain case or an updated-Lagrange approach (e.g., 
Stanley, 1985) for the large-strain case. 

6 Reduced-Integrated Implementation of the Present 
Element 

The element derived in the preceding sections can be im­
plemented either by invoking the full (nine-point) integration 
rule, or by the reduced (four-point) rule if augmented with 
proper rank-compensation terms. However, while this 
strategy is satisfactory for the linear stiffness matrix, K,, it is 
recommended that the four-point rule be adopted for 
calculating the geometric stiffness matrix, Kg. Pending a con­
sistent approximation of the geometric stiffness matrix, which 
must await a thorough symbolic investigation, we offer the 
following comment. 

For quadrilateral elements, the stresses at the Barlow (or 
reduced integration) points are more accurate than those at the 
full integration points. Since the geometric stiffness matrix 
may be viewed as an initial stress matrix, the Barlow-point 
stresses are preferred over the fully integrated ones for 
geometric stiffness formation. Moreover, note that the strains 
that are conjugate to the Barlow-point initial stresses are also 
those evaluated at the Barlow points. Such preferred con­
jugate pairing appears to be akin to Fraeijs de Veubeke's 
limitation principle (1965). 

In the remainder of this section, a step-by-step procedure is 
presented for proper rank compensation of the reduced-
integrated linear stiffness matrix. We start with an illustration: 
rank compensation of the reduced-integrated mass matrix for 
a straight quadratic bar element. We will then show how this 
simple compensation scheme can be extended to the two-
dimensional (shell) case. 

6.1 Compensating the Reduced-Integrated Mass Matrix 
for a Quadratic Bar Element. To show how reduced integra­
tion affects rank deficiency, we introduce a straight quadratic 
bar element, whose mass matrix may be expressed as 

M - I , NTNdl (70) 

where N = [N{ (£), N2 (£), N3 (£) ] is the vector of quadratic 
nodal shape functions. If a three-point (full) numerical in­
tegration scheme is employed, the resulting mass matrix is 

M' = -
30 

4 2 - 1 

2 16 2 

- 1 2 4 

(71) 

Alternatively, if a two-point (reduced) integration rule is 
employed, the mass matrix becomes 

Mr / 
18" 

" 2 2 

2 8 

- 1 2 

- 1 

2 

2 

(72) 

Thus, the difference between the fully integrated and the 
reduced-integrated mass matrices for the bar element is given 
by 

AM = -
45 

1 - 2 1 

- 2 4 - 2 

1 - 2 1 

(73) 

A symbolic analysis has revealed that this "perturbation" 
mass matrix, AM, may also be obtained by integrating 

1 f r d2N 1 T r 92N 1 AM=ui,bH h*r\dl (74) 
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with the two-point rule. It is this interesting result that forms 
the basis for constructing the proper rank-compensation for 
the reduced-integrated shell element stiffness matrix. 

6.2 The Proper Compensation for the Reduced-Integrated 
Shell Stiffness Matrix. Recall that the present element strain-
displacement relations are obtained by quadratically inter­
polating the strains between the element sides and the cen-
troidal natural coordinate lines. Note that the strains along 
these reference lines are linearly varying. Hence, the deficien­
cies due to reduced integration stem solely from the quadratic 
interpolation used along the complementary directions. For 
example, the natural coordinate bending strain component, 
KJJ, is expressed as (see equations (45)-(46)): 

3 3 
Kff = E E WjWbpa.+Njir,)b?fo, (75) 

with 

fl = 3( / ' - l ) + J 

It is emphasized that the terms, bf" and bf" vary linearly with 
respect to £. Hence, the only part that is affected by reduced 
integration is the quadratic term, Nj{rj). This observation sug­
gests that we can apply the one-dimensional compensation ob­
tained for the quadratic bar directly to the present two-
dimensional case. 

The fully integrated bending stiffness matrix, Kbf, can thus 
be obtained as the sum of two reduced-integrated parts, viz,: 

KV\0x3)=Kb'\vx2)+AK^\i2x2) (76) 

where 

AK*C=( [ABb]T[Cb][ABb]dS 

in which [AB*] is defined by 

9 

AK=£AB*da 

(77) 

(78) 

where 

NODES PER SIDE 

Fig. 4 Distorted plate under unit membrane edge load 

fA«, 

AK = AKV 

AK„ 

V45 

$ 

& 

f2 hitxr, 

tyitn 

2tX£ tyi It^ tyi txt. tn + txn tyi 

d2K •a 

dv
2 

d2«„„ 

a?2 

o 

(79) 

Note the absence of any contribution from K^ , as it is already 
accurately obtained with reduced integration. The remaining 
rank compensation matrices for the membrane and transverse-
shear stiffnesses, i.e., AKm and AKS, can be similarly 
obtained. 

Remark 6. The canonical hour-glass modes in the natural-
coordinate system for the present element can now be iden­
tified by considering the following: First, the proper hour­
glass mode, h(, for annihilating the rank deficiency associated 
with the natural derivative, (d/d£), can be explicitly expressed 

f ( 2 f - l ) 4? (2£ + l) 2(1-2?) 
:rx 

-8$ 

' i i h h >£2 

2(1+2?) (2£-l) 4? ( 2 £ + m r 
le h h- h-

(80) 

Similarly, the proper hour-glass mode, h,, for annihilating the 
rank deficiency associated with the natural derivative, (d/dy), 
can be expressed as 
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where //({,,>,• are the natural coordinate side lengths (see Fig, 
2). These two hour-glass modes vary linearly along the natural 
coordinate lines and are fundamentally different from those 
identified in Parisch (1979) and Belytschko et al. (1984). Final­
ly, the corresponding local-Cartesian hour-glass modes are 
easily obtained 
formations. 

from he and h by coordinate trans-

Remark 7. The rank compensating operator presented in 
Park and Flaggs (1985) for a four-node element can be easily 
adapted to the present natural-coordinate strain formulation. 
For example, the rank-compensating bending strain, AK, for 
the four-node element can be obtained from the trans­
formation 

A K < 4 > = — 
V3 

hi 

Lyi 

*2 f f 
lXt\ lXi '•X'q 

lyifyn 

2txt tyt It^ tyt tXt t^ + t^ tyt 

dK H 

dKnv 

0 

(82) 

Furthermore, the two hour-glass modes for the four-node ele­
ment in terms of natural-coordinates are simply 

r 1 1 1 1 1T 

l^T'~^7'"^T'^ri (83) hi4> = 

Table 1 Results for the inextensional bending of Fig. 5 

Element 
4-LAG 
4-ANS 
9-HET 
9-LAG/F 
8-SER 
4-STG 
9-ANS 

Radial deflection at loaded point for subdivision 
2 x 2 

0.0703 
0.0703 
0.1184 

10-10 
0.0963 
0.0973 
0.1055 

4 x 4 
0.1002 
0.1002 
0.1126 

* 
0.1107 
0.1072 
0.1123 

8 x 8 
0.1100 
0.1099 
0.1136 

* 
0.1133 
0.1116 
0.1136 

16X16 

0.1128 
0.1137 

lO-io 
0.1137 
0.1131 
0.1138 

h<«>={- 1 

2/7 
1 

2/~ 

1 

~2L "' 2/J (84) 

''{2 " 

' i j l ^' i)2 ^ ' t j l "til -

7 Performance Evaluation of the Present Element 

The present element has been implemented in a stand-alone 
shell element processor within the NICE architecture (Felippa, 
1981) and evaluated numerically. Element patch tests were 
performed for both plane stress and plate bending problems 
under constant strain states. The results indicate that the ele­
ment passes the patch test when the element sides are straight 
but fails the test (weakly) when the element sides are 
parabolically curved in-plane. Nevertheless, the curved-sided 
solutions do converge monotonically as the grid is refined. For 
cylinders subjected to uniform internal pressure, the element 
also passes the patch test exactly if the element sides have no 
in-plane curvature. 

Of the many problems analyzed with the present element, 
we present four examples: bending of a rhombic plate, a plane 
stress problem with a distorted mesh, a pinched cylinder 
problem with progressive mesh distortion, and classical buckl­
ing of a thin cylindrical shell with both regular and distorted 
grids. As we shall see, the present element performs reliably 
for all of these problems; the element possesses correct rank 
without problem-dependent hour-glass mode control, remains 
free from both transverse-shear and membrane locking, and is 
least sensitive to element mesh distortion in comparison with 
the other quadratic C° elements tested. In the numerical ex­
periments that follow, the present element is designated as 
9-ANS. The other elements compared in the present study in­
clude the serendipity element (8-SER) and the heterosis ele­
ment (9-HET)— both of which require reduced integration of 
membrane and transverse-shear strains and hence may suffer 
from rank deficiency for certain applications, especially in 
dynamics. The two four-node elements included for com­
parison purposes are: a modified version of the symbolically 
synthesized element (Park and Flaggs, 1985) designated as 
4-ANS (which appears to be similar to the element developed 
by Dvorkin and Bathe (1984)) and a C1 element that is 
employed extensively by users of the STAGS code, designated 
4-STG. In all of these elements, the geometric stiffness matrix, 
Kg, is constructed by reduced integration unless otherwise 
noted. 

7.1 Bending of a Rhombic Plate. Figure 3 presents the 
problem definition of a rhombic plate that is subjected to a 
uniform pressure with simply supported boundaries. Il­
lustrated in the same figure are the mesh convergence curves 
of the present element (9-ANS) and two other C° plate bend­
ing elements. Observe that the present element is far less sen­
sitive to the severe (intrinsic) mesh distortion of this problem 
than other elements. The robust performance of the 9-ANS 
element is believed to be a direct consequence of the natural-
coordinate formulation of the strain-displacement relations, 
which constitutes a significant departure from the standard 
isoparametric approach. 

7.2 Cook's Plane Stress Problem. To assess the membrane 
performance of the present element for a flat surface, the 
plane stress problem suggested by Cook (1973), and shown in 
Fig. 4, was analyzed. The convergence curves for several 
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elements are also presented therein. The results show that
while all of the elements tested converge to the same answer,
the 9-ANS element yields a far more accurate solution for
coarse grids than both the serendipity (8-SER) and heterosis
(9-HET) elements. Note also that the present 9-ANS element
is constructed with full integration whereas the 8-SER and
9-HET elements must employ selective reduced integration to
avoid membrane locking (and, for other problems, transverse­
shear locking). For example, the stiffening effect of full mem­
brane integration on the heterosis element is depicted in Fig. 4,
by the curve labeled 9-HET/F.

7.3 Pinched Cylinder Problem. This problem was selected
for two purposes: to evaluate how well the present element
captures inextensional deformation in shells, and to assess the
effect of element distortion on curved surfaces. Figure Sa
presents the problem statement. The convergence
characteristics of various elements for rectangular grids are
summarized in Table 1. We emphasize that the heterosis

(9-HET) and the Serendipity (8-SER) elements must employ
reduced integration for both membrane and transverse-shear
strains in order to avoid locking. This is dramatically il­
lustrated in this problem by the membrane locking of the fully
integrated 9-node Lagrange element, labeled 9-LAG/F.

To examine how well the 9-ANS element performs for inex­
tensional bending when the element is distorted, the mesh was
progressively distorted as shown in Fig. Sb. The superior per­
formance of the present 9-ANS element as compared with the
8-SER and 9-HET elements is evident from Fig. 5c.

7.4 Classical Buckling of a Cylindrical Shell. Figure 6a
shows a thin medium-length perfect cylinder (L/R,= 3,
R/h = 300) under axial compression with simply supported
boundaries. The finite element solution of this apparently sim­
ple problem is often surprising to the unsuspecting analyst,
due to the inherent multiplicity of closely spaced eigenvalues
that are nevertheless associated with vastly different buckling
mode shapes. One of the many classical buckling modes and
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corresponding eigenvalues is shown in Fig. 6b: a diamond pat­
tern mode. Note that this typically observed mode 
(m = 5/n = 12), a smoothly varying mode (m = l /« = 6), and an 
axisymmetric mode (m = 21/n = 0), all correspond to practical­
ly identical axial load levels (where m is the number of axial 
half-waves and n is the number of circumferential whole-
waves). Although these classical buckling solutions for a 
perfect cylinder always overestimate the load-carrying capaci­
ty of a real cylinder, the same modes may participate to vary­
ing degrees in the fully nonlinear analysis of an imperfect 
cylindrical shell, and hence must be properly represented in 
the numerical model. 

In the numerical model studied, only 60 deg by one-half the 
length of the full cylinder is represented. Simple supports and 
symmetry conditions are imposed at the two axial ends, 
respectively, with symmetry conditions imposed at both the 0 
and 60 deg boundaries. Such a model is extensive enough to 
capture most of the interesting mode shapes at modest ex­
pense. In particular, the convergence curves for the diamond 
mode (see Fig. 6b) are reported in Fig. 6c. For this buckling 
mode the superior performance of the present element 
(9-ANS) is in part due to the improved curvature representa­
tion that was detailed in equations (24)-(31). 

To test the effect of mesh distortion on element buckling 
load predictions, a (7 x 7)-grid was progressively skewed in the 
same manner as in the pinched cylinder case (see Fig. 5b). The 
convergence characteristics of several elements under pro­
gressive mesh distortion are illustrated in Fig. 7 for both the 
diamond and the smooth modes. Once again, the superior 
robustness of the 9-ANS element is confirmed. 

8 Discussions and Conclusions 

A curved C° shell element that corrects several deficiencies 
in existing quadratic shell elements has been presented. The 
element passes the patch test—provided the element sides do 
not have in-plane curvature—for arbitrary quadrilateral ele­
ment shapes. The improved performance of the present ele­
ment has been realized by the adoption of linearly interpolated 
strain fields along the six reference lines (£, ?j = 0, ±1); the 
construction of the element interior-strain fields by quadratic 
interpolation of the strains between the reference lines; im­
proved modeling of curvature effects for both membrane and 
transverse-shear strains; and tensorial transformation of the 
natural-coordinate strains to a local-Cartesian system, rather 
than using the standard isoparametric approach of employing 
only the Jacobian (derivative) transformation. The element 
thereby possesses correct rank without transverse-shear lock­
ing, consistent membrane strain interpolation that admits ac­
curate membrane and inextensional bending deformation 
without reduced integration, and, finally, robustness in the 
presence of severe mesh distortion. 

The present element can also be implemented with reduced 
integration if it is augmented with the proper (symbolically 
synthesized) compensating parts described in Section 6 of the 
paper. Note that since the reduced-integrated version of the 
present element maintains the same accuracy as the fully in­
tegrated version, it thus differs fundamentally from the hour­
glass controlled reduced-integrated elements that have been 
suggested by Parish (1979) and Belytschko et al. (1984). 
Numerical experiments with the present element demonstrate 
that the element maintains its robustness for a variety of ap­
plications and is extremely resistant to mesh distortion; hence 
it is recommended for production applications. 
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ERRATA 

Erratum on "The Plastic Spin," by Y. F. Dafalias, and published in the December, 1985, issue of the 
ASME JOURNAL OF APPLIED MECHANICS, Vol. 52, pp. 865-871. 

On page 865, 8th line from the bottom of the second column, should read "the second Piola - Kirchhof f 
stress." 

On page 867, end of Section 3, should read V = IV11/3I. 

On page 871, in equation 042), the term with the second bracket in the third member should read 

Ds 

«'[-£]• 
On page 868, in equation (29), the coefficients D, E and F should be substituted by 2D, 2E, and IF. Conse­

quently, the following modifications must be made: 

a) On page 868, first column, third line from bottom, should read D = A + 2B 
b) On page 870, after equation (43), the quantity R should read R = [X(B + C + (2X/Ftan226))]1/2 

c) On page 870, after equation (46), the quantity Q should read 

Q = [A(Q: - Q2)
2 + BQ\ + CQ\ + 2FQ2V'2 
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Accelerating Vector Iteration 
Methods 
This paper describes a technique for accelerating the convergence properties of 
iterative methods for the solution of large sparse symmetric linear systems that arise 
from the application of finite element method. The technique is called partial 
preconditioning process (PPR) and can be combined with pure vector iteration 
methods, such as the conjugate gradient, the dynamic relaxation, and the Chebyshev 
semi-iterative methods. The proposed triangular splitting preconditioner combines 
Evans' SSOR preconditioner with a drop-off tolerance criterion. The (PPR) is at­
tractive in a FE framework because it is simple and can be implemented at the ele­
ment level as opposed to incomplete Cholesky preconditioners, which require a 
sparse assembly. The method, despite its simplicity, is shown to be more efficient on 
a set of test problems for certain values of the drop-off tolerance parameter than the 
partial elimination method. 

1 Introduction 

Engeli et al. [3] introduced the general form of a three-term 
recursion formula for solving the linear system 

Ax = d 

as follows 

*('"+') ; 1 
r('") - ( i s ^+Axex ) . 

V qm ' 
± v(m-D 

(1.1) 

(1.2) 
Qm 

where A is symmetric positive definite of order (nxn), 
r(m) _\x(m) _ j j s t n e residual vector and em^l = 0 for m = 0. 
The qm and em^x are iteration coefficients. It was found [3,5, 
7] that a number of well known iterative methods for solving 
symmetric linear algebraic equations, such as the conjugate 
gradient, the dynamic relaxation and the Chebyshev semi-
iterative methods, may be formulated in the unified way of the 
recursion formula (1.2). The only difference exists in the ex­
pressions by which the iteration coefficients are computed 
which are characteristic of the method. In earlier papers [10, 
12] Papadrakakis evaluated the performance of these methods 
to linear and nonlinear systems of equations that arise from 
the finite element discretization method. For such problems 
only four vectors with dimension n need mainly be stored 
apart from the storage requirement for the elemental matrices 
which is very small compared to storing the global matrix. The 
multiplication Ax(m) for the evaluation of the residual vector 
may be performed on an elemental level, thus avoiding storing 
or handling the coefficient matrix A. It is for this reason that 
this family of methods is also called vector iteration methods. 

The object of this work is to discuss a unified procedure for 
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enhancing the covergence properties of the methods, to sug­
gest a new acceleration technique for improving the response 
of the methods without having excessive storage requirements 
and to present comparative tests with other acceleration 
techniques. 

It is well known that the effectiveness of iterative methods 
may be severely limited by the value of the condition number 
of the coefficient matrix A. One basic idea for improving the 
convergence properties of the original method is that of 
preconditioning the initial equation in order to minimize the 
condition number and hence increasing the rate of con­
vergence. Such a preconditioning of (1.1) may be visualized as 
follows 

Ax = d (1.3) 

with 

A = W 1 A W r , x = W r x, d" = W~»d (1.4) 

The nonsingular matrix R = W W r is called symmetrization 
matrix, A is the preconditioned matrix and x, d transformed 
quantities. The three-term recursion formula when applied to 
the preconditioned system (1.3) gives the generalized expres­
sion 

K(m+1) _ _ 

with 

— R-'rW + (^-+ lV"" — 

f <m) _ J 4 x ( m ) — d = W ~ ' r ^ 1 

•JL±x(n>-n (1.5) 
1m 

(1.6) 

2 The Preconditioned Conjugate Gradient Method 
(PCG) 

The CG method solves (1.1) through the minimization of 
the function 

f(x) = x r A x - x r d 
2 

(2.1) 
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defined over an «-dimensional space, with the gradient vector 
corresponding to the residual 

a/(x) 

x = W r x, x = W r x (3-4) 

ax 
= A x - d = r (2.2) 

The PCG algorithm is obtained by considering the 
transformed quantities of (1.4). Introducing them in (2.1) 
yields 

f(x) = 4 - x r A x - x 7 ' d (2.3) 

with 

8M). 
dx 

A x - d = r = W 'r (2.4) 

The minimization of (2.3) with the CG method is obtained ac­
cording to the following algorithm 

u(m) = A p ( m ) 

am = [r<'>'>]rrlm>/[plm)]Tulm> 

x ( m + l ) = x ( m ) + Q , m P ( m ) 

f(m+l)=r-(m) + Q,mll(m) 

B = [f (m+ ll]Tf(m+ •)/[f(™)]7*ft"') 

lilt + l)-_ -#»+» +pmP 
(m) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

(2.10) 

with 

(2.11) p(o) = _ f(o) = ft for x(o) = 0 

Since A is only involved in the multiplication of (2.5), explicit 
determination of the preconditioned matrix can be avoided. 
The product is replaced by three operations: 

Solution for v<m> 
Multiply 
Solution for u<m> 

\ y r v W = p(m) 

z(m) _ \y(m) 
Wu<ffl' = z<m> 

(2.12) 
(2.13) 
(2.14) 

Equations (2.7) and (2.10) may be combined [6] to form the 
recursive expression 

x(m+1>=-o:mf""> 

+ (Pm-i -?2-+i)x<*0-p^ -?!!-&-» (2.15) 
\ am_i / am_l 

which has the same form as (1.5). 

3 The Preconditioned Dynamic Relaxation Method 
(PDR) 

To enable us to handle the solution of (1.1) by the DR 
method, we may consider it as resulting from the static solu­
tion of structural mechanics problems. The DR is based on the 
fact that the static solution is the steady state part of the tran­
sient response of the system for a temporal-step load. The 
equation of motion governing structural dynamic response is 
given by 

Mx + Cx + Ax = d (3.1) 
where M is the mass matrix, C is the damping matrix, and a 
superimposed dot indicates a temporal derivative. 

The static solution of (3.1), which is given by (1.1), is in­
dependent of the matrices M and C. Therefore, the evaluation 
of these matrices is governed by the need to obtain the fastest 
convergence to the steady state condition. If we assume that M 
and C are proportional to the symmetrization matrix R 

M = pWWr, C = cWW r , (3.2) 

then (3.1) becomes 

px + ci + Ax = d (3.3) 

where 

Using the following central difference expressions for the tem­
poral derivatives 

x ( m - . / 2 ) = [ _ x ( / » - i ) + x ( / » ) ] / A (3.5) 

£('«) = [-xCn-'/O + i^+' /O] / / , (3.6) 

x(/«) = r x ( « - <A) + x(m+ . / 0 ] / 2 (3.7) 

where h is a fixed time increment, (3.3) becomes 

£(«.+ *) = (2 _ cfi/p)/(2 + ch/p)¥m-'A) 

+ 2h/(2 + ch/p)W~lr^ (3.8) 

x(m+l)=x(m)+^W^7-x(/«+W) (3.9) 

with 

*<-*)=*<*) and x<°> = 0 (3.10) 

Combining (3.8) and (3.9) we obtain the three-term recursive 
expression (1.5) 

x""+" = - 2h2/(2 + ch/p)W ~ TW ~' r<"'> 

+ 4/(2 + ch/p)x™ - 2(ch/p)/(2 + ch/p)x<-m - » (3.11) 

The optimum values for the iteration parameters p, c, and h 
are expressed in terms of the extreme eigenvalues a, b of A and 
are given by 

h2/p = A/{d + b), ch/p = 4~Jab/(a + b) (3.12) 

Similar expressions to (3.11) and (3.12) may be obtained 
with the preconditioned Chebyshev semi-iterative method 
(PCHSI) through a totally different approach. The original 
equation (1.1) is first preconditioned by premultiplying with 
R~'. Then the semi-iterative approach [15, 18] based on 
Chebyshev polynomials is applied to the first degree linear sta­
tionary iterative method which results from the precondition­
ed set of equations. The only difference exists in the 
characteristic coefficients which in the case of PCHSI are not 
constant as in PDR. The characteristic coefficients of PCHSI, 
however, converge to those of PDR for higher values of m. 

The characteristic coefficients of the PCG are computed 
during the iteration process from the current values of the 
iteration vectors. In PDR and PCHSI, however, for the 
evaluation of the characteristic coefficients, estimates of the 
extreme eigenvalues of A are required a priori. In order to 
avoid the computational difficulties of this eigenvalue prob­
lem, Papadrakakis [11] and Underwood [14] have proposed 
self-adaptive methods for the evaluation of the iteration 
parameters without the need to compute the extreme 
eigenvalues. 

4 The Choice of W 

It is evident that the choice of W has a profound effect on 
the convergence properties of the iterative method. The more 
R resembles A, the rate of convergence increases, since most 
of the eigenvalues of A would be clustered in the vicinity of 1. 
This, however, would not necessarily improve the overall effi­
ciency of the method, which is also dependent on the amount 
of computation and on the computer storage requirements. 

The simplest choice for W is a diagonal matrix. The par­
ticular choice for W 

W, = (a„)» (4.1). 

which in diagonally dominant matrices works very effectively, 
corresponds to the diagonal scaling in which the diagonal 
elements of A are equal to one. 

A more efficient choice for W is a lower triangular matrix. 
In this case the evaluation of R_1r("') of (1.5) or the solution 
of (2.12) and (2.14) is performed by back and forward 
substitutions. Another crucial factor which affects the selec-
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tion of W is its sparsity nature which is usually required to 
reflect that of A. 

5 Partial Elimination (PEL) 

The choice of W being the lower triangular matrix of the 
complete LU decomposition of A is ideal for the iteration pro­
cess since apart from round-off errors only one iteration is 
needed. The most efficient way of transforming a symmetric 
positive definite matrix into two triangular matrices is the 
Choleski decomposition in which 

A = L L r (5.1) 

For large sparse matrices the calculation of L or LT is both 
time and storage consuming because the sparsing pattern of 
the original matrix is destroyed. In order to retain the sparsity 
of A one can do incomplete Choleski decomposition in which 
a previously defined sparsity pattern is enforced on L or L7". 
The coefficient matrix is factorized according to 

A = L I / - E , a n d W = L (5.2) 

with L being a lower triangular matrix. The incomplete 
Choleski (IC) factorization was first described by Varga [16] 
as a method of constructing a regular splitting of certain finite 
difference operators. The simplest case of an IC decomposi­
tion is to force L to have the same sparsity pattern as A. Thus, 
the elements of L which correspond to zero elements of A are 
neither calculated nor stored. It was found, however, that 
discarding off-diagonal elements could sometimes lead to loss 
of positive definiteness and hence a breakdown of the fac­
torization process. Techniques to avoid this shortcoming have 
been proposed by Manteuffel [9] and Wong [17]. 

Tuff and Jennings [13] have introduced the concept of par­
tial elimination. This technique is an IC decomposition but the 
choice of which elements to retain in L is not made by their 
position in the matrix but by their magnitude. In order to re­
tain the positive definiteness of this factorization process, Ajiz 
and Jennings [1] have recently proposed the robust partial 
elimination method in which modifications to the diagonal 
elements of A are introduced whenever the drop off tolerance 
criterion is activated. The elements of 17 are computed by the 
following procedure: 

hi'kj for j = i+l, (5.3) 

and then setting 

TV 

(3.42) 
1 

$ = ««> lu = au/lu i f aj-is large 
(5.4) 

/,, = 0 if afj is small 

The criterion used to decide whether ajj is large or small is to 
specify a drop off tolerance \p and then to consider all elements 
to be small which satisfy 

af/<i'diidjj (5.5) 

If this criterion is satisfied, then the diagonal elements of A, 
which correspond to /' and./', are modified according to 

a,7 = «,7 + («;/«,y)'/!l«5l (5.6) 

% ^ + ( ^ / l « S I (5-7) 

6 Partial Preconditioning (PPR) 

Under the assumption that A = D — CL— Cv, where D, 
- CL , and - Cu represents, respectively, the diagonal, strictly 
lower and upper triangular parts of A, Evans' [4] transforma­
tion matrix takes the form 

W = (D-coCL)D-' / l (6.1) 

in which co is an acceleration parameter. The great advantage 
of this preconditioning method is its simplicity, since no 
alterations are needed in the original coefficient matrix A for 
the evaluation of W. It can also be noticed that the sparseness 
of A is retained in W and W7". 

The PPR method combines the simplicity of Evans' precon­
ditioning method with the reduced storage requirements of 
PEL as they appear in W. Evans' preconditioning, despite its 
simplicity in forming W, needs, however, storage space which 
is equivalent to half of matrix A. In this respect the applica­
tion of this transformation method to the generalized three-
term recursion equations (1.5) contradicts the great advantage 
of this family of methods, which is their vectorial nature. The 
same arguments are also valid for PEL in that although 
storage requirements are controlled through the drop-off 
tolerance criterion, storage space must be allowed for A in 
order for the Choleski decomposition to be performed. In 
PPR the transformation matrix contains elements of A 
without any modification but the choice of which elements to 
be retained is made, as in PEL, by their magnitude. When the 
drop-off tolerance 

(6.2) a}j<iauajj 

is not satisfied, the off-diagonal term atJ is retained in W. The 
new transformation matrix is denoted by 

0.5 

I* •-& A - - A - A 1 

f 
r -A-A 0.8 43 

^ \ a 
- \ 

^ v 

\>. \Nx 
PEL 

PPR 

A 
Cr--^4^ 

A 

-Cf _L_ r i -

0.5 

1 
—o-o-o 

0.005 0.01 0 .05 0.1 0.2 0.4 0.6 0.8 1.0 

Drop of f t o l e r a n c e ((> 
Fig. 1 Example 1: storage and condition number factors for PEL end 
PPR; o, storage factor relative to the off-diagonal nonzero elements of A; 
A, condition number factor of A relative to the diagonally scaled A 
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N 

Fig. 2 Eigenvalue spectrum for PPR of example 1 

100 
Eigenvalue spectrum for PEL of example 1 

W = = (D-coC / , )D-* (6.3) 

The selection of the nonzero elements of W does not require 
the formation or the storage of A, because for finite element 
discretizations, each coefficient a^ may be formed on the 
elemental level. It is also possible, in certain types of prob­
lems, to specify a priori the elements to be retained by con­
sidering their topological origin as criterion instead of choos­
ing a specific ^ value and checking all off-diagonal elements of 
A. 

The only restriction which is placed upon the precondi-

Fig. 4 Example 1: convergence paths for different ^ of PCG-PEL (PCG 
iterations only) 

10 20 30 
TIME (SEC) 

Fig. 5 Example 1: convergence paths for different ^ of PCG-PPR (PCG 
iterations only) 

tioned A, in order for the described iterative methods to con­
verge, is that it should be symmetric and positive definite. The 
first condition is satisfied automatically by the way A is con­
structed from A. The second condition is easily proved as 
follows: if v is an auxiliary vector, and assuming that W of 
(6.3) is nonsingular, then 

\TA\=VLT\VL>0 (6.4) 

in which 

u = W r v (6.5) 

In the very rare case that W of (6.3) becomes singular, an ad­
justment of the diagonal terms of W, in accordance with the 
robust PEL method, is employed. 

7 Numerical Experiments 

Previous experiments [10] on CHSI and DR showed almost 
the same efficiency for the two methods with a marginal 
superiority for DR. For this reason numerical experiments are 
performed for PCG and PDR only. The iterative procedures 
compared in this section are denoted by abbreviated names 
with the second component denoting the method used for the 
evaluation of W. PEL stands for the robust PEL and in PPR 
the accelerating parameter was set to one. A compact storage 
scheme is used for W in which the nonzero components of W 
are stored in a vector which is accompanied by an auxiliary 
identification vector. The convergence properties of the 
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Fig. 6 Example 1 : convergence paths for different </, of PDR-PEL (PDR 
iterations only) 

PDR-PEL 

E = 0.00001 

0 0 0 5 0.01 0.05 0.1 0.2 0.4 1.0 
>P 

Fig. 9 Example 1: convergence study of PDR-PEL and PDR-PPR; 
time for PDR iterations and computation of W; 

time for PDR iterations only 

100 400 500 S00 200 300 

TIME (SEC) 
Fig. 7 Example 1: convergence paths for different ^ of PDR-PPR (PDR 
iterations only) 
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s J* / 
S ft / 

M „„„ _ - — y / 'PCG-PPR 
PCG - PPR / ^ ^ ^J 

/ —***? ^' 

/ 

1.3 1.4 

Fig. 10 Example 1: variation of condition number factor of A with u for 

0.005 0.01 0.05 0.1 0.2 0.4 1,0 

* 

Fig. 8 Example 1: convergence study of PCG-PEL and PCG-PPR; 
time for PCG iterations and computation of W; 

time for PCG iterations only 

methods have been tested on a set of rigidly jointed plane 
frames with shear walls. These particular examples were 
chosen because, in this type of problem, both sway and axial 

1.3 1.4 

Fig. 11 Example 1: variation of condition number factor of A with w for 
^ = 0.2 

stiffnesses are present and the classical iterative methods con­
verge very slowly on account of their poor conditioning. Ex­
amples 1 to 3 are three bay plane frames with 108, 648 and 
1080 degrees of freedom and 1.78xl05, 8.8xl05, and 
1.31 x 107, respectively, the condition number of the diagonal-
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Fig, 12 Example 2: condition number factors for PEL and PPR, and 
total computer time to convergence for PCG-PEL and PCG-PPR 

ly scaled stiffness matrices. Example 4 is a seven bay plane 
frame with 1071 degrees of freedom and 4.16x 105 condition 
number. The semibandwidth for examples 1 to 3 is 12 and that 
for example 4 is 24. 

Figure 1 shows for example 1 the condition number of A in 
relation to that of the diagonally scaled A and the nonzero 
terms of W in relation to the off-diagonal nonzero terms of A, 
with respect to the parameter i/\ In this figure and all subse­
quent ones, for ease of reading, the graphs have been shown as 
straight lines between each of the result points. It is shown that 
the improvement achieved by PEL on the condition number of 
A is better than the corresponding improvement achieved by 
PPR for small values of \p while the opposite is happening for 
large values of \p. Storage requirements, remain the same for 
PEL and PPR except for very small values of \j/ where PEL 
needs much more storage. Figures 2 and 3 show the complete 
eigenvalue spectrum of A for PPR and PEL with respect to 
three characteristic values of \p. Nis the number of the eigen­
value in ascending order drown in logarithmic scale and \N is 
its corresponding value. Figures 4-7 show the convergence 
paths of the methods for different \p. Iterations were con­
tinued until the error tolerance criterion llr(m)ll/lldll <e was 
satisfied. Since the number of iterations do not reflect the effi­
ciency of the method, due to different calculations performed 
in each case inside an iterative loop, the computer time is used 
as a measure of comparison. The computational work has 
been carried out on the CDC Cyber 171-8 computer. From 
Figs. 4-7 it can be seen that in both PCG and PDR the con­
vergence properties of the methods are improved almost in­
variably with the condition number of A. In Fig. 4 it can also 
be seen that the PCG-PEL with \p = 0 does not converge in one 
iteration as would have been expected since all eigenvalues of 
A are unity. The convergence to e= 10^7 takes place after 27 
iterations and this is attributed to round-off errors which af­
fect considerably the performance of CG. For the same test 
problem, however, without the shear wall, the method con­
verged in just one iteration. 

Figures 8-9 show a comparative study of the convergence 
efficiency of the methods. Broken lines indicate the computing, 
time that is taken up in the PCG or PDR part of the algorithm 
only, while solid lines incorporate the time required for the 
creation of W as well. From Fig. 8 it can be seen that the per­
formance of PCG-PEL, as indicated by the broken lines, is 
the same as that of PCG-PPR for larger \p despite the cor­
responding increase of the condition number of A. This 
phenomenon does not occur with the performance of PDR 
which follows in reverse order the condition number of A 

Example 3 
Example 4 

a PEL 
o PPR 

_=— =f£^-f 
. *-" ~^ --"' 
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i 
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/ P?l 1 ' / / / 
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i i i i 

0.772 £ 
0.759 r. 
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0.005 0.01 0.05 0.1 0.2 0.4 0.6 Q81.0 

Drop off tolerance i|) 

Fig. 13 Examples 3 and 4: condition number factors for PEL and PPR 

(Fig. 9). In Figs. 10-11, the condition number of A for dif­
ferent co relative to that of A when u> = 1, is plotted for the 
PPR. 

In Fig. 12 it can be seen that similar performance as 
previously is exhibited by PEL and PPR for example 2. Again 
PCG-PPR performs better for large values of \j/ and 
PCG-PEL for small values of ^. Due to space limitations the 
performance of PDR is not shown but it is qualitatively 
similar to that of Fig. 9. Finally, Fig. 13 reaffirms the results 
obtained previously and indicates that the improvement of the 
condition number in PPR is better for more ill-conditioned 
problems. 

9 Concluding Remarks 

Techniques for improving the convergence properties of a 
number of vector iterative methods are discussed and com­
pared. The improvement of the original method is achieved by 
a transformation of the initial equations in order to improve 
the conditioning of the coefficient matrix. This achievement, 
however, should not violate the very nature of these methods, 
which is strictly vectorial, requiring the storage of a few vec­
tors only with dimension n. In this spirit the proposed PPR is 
not strictly comparable with PEL. The great advantage of 
PPR, when finite element idealization is used, apart from its 
ease of implementation, is that W need not be constructed 
from A. The components of W may be obtained by working 
on the elemental level rather than on the whole matrix. Packed 
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storage schemes could be used to decrease the storage re­
quirements for PEL but this would result in an increase of the 
computing time. 

From the experimental results of the previous section, the 
following conclusions may be drawn: 

(1) PEL performs better in reducing the condition number 
of A for low values of \p, while PPR produces better results 
for values of \j/ in the vicinity of 0.1 to 1.0. 

(2) The convergence properties of the accelerated methods 
appear to improve almost monotonically with the decrease of 
the condition number of A. 

(3) The results reaffirm the superiority of CG over all other 
iterative methods for the solution of linear problems. 

(4) The value of wopl in PPR remains in the neighborhood 
of 1 and is constantly slightly greater than 1. The additional 
improvement of the condition number of A is not very signifi­
cant, thus justifying the a priori selection of w= 1. 

(5) The proposed PPR technique proved superior to PEL, 
for both PCG and PDR, when the total nonzero terms in W 
are less than n. This means that by increasing the storage re­
quirements by approximately four more vectors to provide 
space for the location array as well, the convergence efficiency 
of the simple iterative methods could be dramatically in­
creased. Bearing in mind the ease of implementation and 
evaluation of W, we may conclude that the PPR is a very 
powerful technique for accelerating vector iteration methods, 
particularly when ill-conditioned problems are considered and 
excessive storage space is not available. 

References 

1 Ajiz, M. A., and Jennings, A., 1984, "A Robust Incomplete 
Choleski-Conjugate Gradient Algorithm," International Journal for Numerical 
Methods in Engineering, Vol. 20, pp. 949-966. 

2 Concus, P., Golub, G. H., and O'Leary, D. P., 1978, "Numerical Solu­

tion of Nonlinear Elliptic Partial Differential Equations by a Generalized Con­
jugate Gradient Method," Computing, Vol. 19, 1978, pp. 321-339. 

3 Engeli, M., Ginsburg, T., Rutishauser, H., and Stiefel, E., 1959, Refined 
Iterative Methods for Computation of the Solution and the Eigenvalues of Self-
Adjoint Boundary Value Problems, Birkhauser Verlag, Basel/Stuttgart. 

4 Evans, D. J., 1967, "The Use of Pre-conditioning in Iterative Methods for 
Solving Linear Equations with Symmetric Positive Definite Matrices," Journal 
of the Institute of Mathematics and its Applications, Vol. 4, pp. 295-314. 

5 Golub, G. E., and Varga, R. S., 1961, "Chebyshev Semi-iterative 
Methods, Successive Overrelaxation Iterative Methods, and Second Order 
Richardson Iterative Methods," Numerische Mathematik, Vol. 3, pp. 147-168. 

6 Hageman, L. A., and Young, D. M., 1981, Applied Iterative Methods, 
Academic Press, p. 145. 

7 Hodgins, W. R., 1967, "On the Relation Between DR and Semi-iterative 
Matrix Methods," Numerische Mathematik, Vol. 9, pp. 446-451. 

8 Jennings, A., and Malik, G. M., 1977, "Partial Elimination," Journal of 
the Institute of Mathematics and its Applications, Vol. 20, pp. 307-316. 

9 Manteuffel, T. A., 1980, "An Incomplete Factorization Technique for 
Positive Definite Linear Systems," Mathematics of Computation, Vol. 34, pp. 
473-497. 

10 Papadrakakis, M., 1982, "A Family of Methods with Three-Term Recur­
sion Formulae," International Journal for Numerical Methods in Engineering, 
Vol. 18. 

11 Papadrakakis, M., 1981, "A Method for the Automatic Evaluation of the 
Dynamic Relaxation Parameters," Computer Methods in Applied Mechanics 
and Engineering, Vol. 25, pp. 35-48. 

12 Papadrakakis, M., 1979, "Methods with Three-Term Recursion Formulae 
for the Analysis of Cable Structures," IASS, World Congress on Shell and 
Spatial Structures, Madrid, pp. 3.65-3.78. 

13 Tuff, A. D., and Jennings, A., 1973, "An Iterative Method for Large 
Systems of Linear Structural Equations," International Journal for Numerical 
Methods in Engineering, Vol. 7, pp. 175-183. 

14 Underwood, P., 1983, "Dynamic Relaxation-A Review," Computa­
tional Methods for Transient Response Analysis, Belytschko, T., and Hughes, 
T. J. R., eds., North-Holland, pp. 245-265. 

15 Varga, 1962, Matrix Iterative Analysis, Prentice-Hall, Englewood Cliffs, 
N.J. 

16 Varga, R. S., I960, "Factorization and Normalized Iterative Methods," 
Boundary Problems in Differential Equations, Langer, R. E., ed., Univ. of 
Wisconsin Press, Madison. 

17 Wong, Y. S., 1979, in Numerical Methods in Thermal Problems, Lewis, 
R. W., and Morgan, K., eds., Pineridge Press, England, pp. 967-979. 

18 Young, D. M., 1972, Iterative Solution of Large Linear Systems, 
Academic Press, New York. 

Symposium on Future Directions of Computational Mechanics 
ASME Winter Annual Meeting 

December 7-12, 1986 
Anaheim, California 

A symposium on future directions of computational mechanics is planned at the ASME Winter Annual 
Meeting in Anaheim, California. The symposium is sponsored by three ASME Divisions (Applied 
Mechanics, Computer Technology and Pressure Vessels and Piping), and includes presentations by leading 
experts on the status and future directions of a number of areas of computational mechanics (fluid dynamics, 
structural mechanics, element technology, spectral methods, material modeling, error estimation, and com­
mercial software systems). Technical needs in each of the aerospace, automotive, nuclear, and offshore oil in­
dustries will be presented by representatives from these industries. Opportunities provided by supercom­
puters, new computing systems and parallel processing will be identified by experts in these areas. Current 
and future government programs in computational mechanics will be presented by managers from the Na­
tional Science Foundation, NASA, and the Department of Defense. The symposium also includes a panel 
discussion on the effective use of available resources to advance the state of technology and state-of-practice 
of computational mechanics. For more information contact Prof. Ahmed K. Noor, Mail Stop 269, George 
Washington University, NASA Langley Research Center, Hampton, VA 23665, (804) 865-4352. 

Journal of Applied Mechanics JUNE 1986, Vol. 53/297 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. Sharp 
Research Associate, 

Department of Civil and 
Mineral Engineering, 

University of Minnesota, 
Minneapolis, Minn. 55455 

S. L Crouch 
Professor, 

Department of Civil and 
Mineral Engineering, 

University of Minnesota, 
Minneapolis, Minn. 55455 

Boundary Integral Methods for 
Thermoelastioity Problems 
The boundary integral method for solving transient heat flow problems is extended 
to calculate thermally induced stresses and displacements. These results are then cor­
rected by means of an elastostatic solution to satisfy the boundary conditions. 

Introduction 

In recent years several boundary integral methods [1, 2] 
have been proposed for solving two dimensional transient heat 
flow problems. In order to use these methods to calculate 
thermo-mechanical effects, however, it has been necessary to 
determine the instantaneous influence of the temperature [3, 
4], requiring the evaluation of singular body integrals. In this 
paper we show how to extend the boundary integral method to 
avoid this, providing a more natural framework in which to 
solve linear quasi-static thermoelasticity problems. 

The Problem 

The classical quasi-static thermoelastic problem for a body 
0 bounded by the contour S (Fig. I) may be formulated in 
terms of the temperature and displacement fields 8 and «,• (/ = 
1 or 2) as follows: 

1 96> 1 
(1) 

IXU,jj(x,t) + 0* + X)Ujjj(x,t) 

= Q\ + 2ii)2u8j(x,f)-F,(x,t) x€Q,t>0 (2) 

where n is the unit vector in the outward normal direction 
from S, K is the diffusivity of the conducting material, a the 
coefficient of thermal expansion, / t h e distributed body heat 
source, F the distributed body mechanical force, and 

G 

X = 2G 
(1-2*) 

where G and v are the shear modulus and Poisson's ratio, 
respectively. 

Solutions to equations (1) and (2) are subject to the initial 
condition 
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Fig. 1 The problem domain 

0(x,O) = 0o(x) xeo 
and the thermal boundary conditions 

0(s,O = g(s,O 

or s€S,t>0 

d6(s,t) 

dn 
- = d(p,f) 

or compatible combinations of these two, and the mechanical 
constraints 

u,(s,t)=Ui(s,t) 

or seS,^>0 

<j,(s,t)=Ti(s,t) 

or compatible combinations of this pair, where <x, is the trac­
tion vector and where d, g, t/, and T{ are prescribed boundary 
functions. 

Boundary Integral Formulae for Heat Conduction 

The direct boundary integral formula for the temperature 
may be written [1, 2] as 

^-^.'LIV* ;S,T) 
dd(s,T) dd(x,t;s,T) 

dn dn 
0(8,T)] dsdr 

+ \n[0(x,/;€,O)0tt,O)]d*+[' ( [0(x,/;!,T)fle,7)]d&/T (3) 
dil J 0 J SI 
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where 

0(X,/;£,T) = 

1 

1 

[4r f ( / - r ) ] 
exp 

/ - l x - { l " \ 
V [ 4 ^ - T ) ] / 

eu=-jr(u,j + uu) 

= 0 

= 0 

? = 0 x ^ | (4) 

t<T 

is the fundamental solution of equation (1), i.e. 

8,„(x,f)~ 
K 

86 1 
^ = - Y « ( i - W - r ) 

where 5 is the Dirac delta function. 0 may be interpreted as the 
temperature at point x in an infinite body at time /, produced 
by a heat pulse location at point £ at time T. 

The unknown boundary functions can be found directly 
from equation (3) by allowing x to approach S, and by solving 
the resulting integral equation. An alternative formula derived 
from equation (3) [2] may be written as 

8(x,t)=K<\iQ £ [0(x,/;s,T)G(s,T)]«fe dr 

+ [' \ [6(x,t;Z,T)M,T)]dtdT+ \ [0(x,f;{,O)0ott)]rft (5) 
Jo JSJ Jn 

where Q(S,T) is the strength of a single layer boundary heat 
source. A similar expression can be written for the case of a 
double layer source. Boundary element methods using these 
fictitious devices are known as indirect methods because the 
unknown boundary functions are not the direct product of the 
solution procedure, but must be found after the source 
strengths have been determined. 

The Thermoelastic Calculations 

The solution of equation (2) for the function w; may be writ­
ten as 

H,• = M,•<e) + H /
( / ^ , + w,•(*, 

where u,{F> and w,w are the particular solutions corresponding 
to the terms involving F and 6, respectively, in equation (2), 
and lif is the homogeneous solution. The latter may be dealt 
with by any numerical procedure (see later) while w,^ can 
always be written as a volume integral, or under certain condi­
tions [5] as a boundary integral. We focus here on determining 
the thermal effects upon displacements and stresses, i.e., on 
calculating the displacement and stress terms w,m and ff/,<e), 
respectively. 

In accordance with the development of linear quasi-static 
thermoelasticity theory [6], we begin by writing 

«;m = *., (6) 
where <j> is known as the thermoelastic displacement potential. 
Substituting this into equation (2) (with F = 0) we obtain 

4>:i = md (7) 

we have 

e,y = <t>jj and e,7 = md. 

Using the constitutive relation for quasi-static ther­
moelasticity 

ay = 2/xeij + [\ekk - (3 A + 2ix)ad]bij 

or 

ou = 2nWu-m66u], (9) 

we can find the functions «,-(9) and a,-/*' directly by differen­
tiating the solution (8) of equation (7), since from equations 
(6) and (9) we could write 

H,W(X,0 = m [ j o i?(x,6)0tt,W] . (10«) 

ffi,.W(x,0 = 2 ^ n [ j o ij(M)0tt,/)<«] .. -2ixm68u (106) 

It is important to note that the irrotational form of the 
displacement in equation (6) does not imply loss of generality 
since the balance of the temperature effects is incorporated in­
to the homogeneous solution H, ( , ) . Expressions in equation 
(10) are equivalent to those treating the temperature gradient 
as a distributed body force [3, 4] and provide an apparently ef­
ficient way of determining the thermomechanical response to 
the temperature distribution. 

A Boundary Integral Approach 

It is also possible to calculate the thermally induced values 
by means of a boundary integral. We begin by examining the 
thermoelastic response of an infinite elastic medium to an in­
stantaneous heat pulse. 

If we set 6(x,t) = 0(x, t'\ w, T) in equation (7) we find that 
the thermoelastic displacement potential at time t' due to a 
heat pulse that occurs at time T < ("is 

ij>(x,t' ;W,T) = m[KE(x,t' ;W,T) + JJ(X,W)] = 4>(x,t' ;w,r) 

where 

f'- 1 r - l x - w l 2 "1 

W;w.r)= \T W„,TW = - — 4 ( 4 g < f , _ T ) ) ] 
and 

(-y)k 

where 
(3A + 2Ju) 

(X + 2/0 
Since 6 is given by equations (3) or (5), we may solve this equa­
tion by means of the fundamental solution 

i/(x,{) = - r - I . / i l x - { l 2 

4-7T 

for Laplace's equation. Thus 

is the exponential integral, with y = 0.57721 (Euler's con­
stant). Note that at x = w, <j> is continuous and differentiable 
to the second order at least. 

It follows then from equations (6) and (9) that 

m 
U:{x,t';y/,T) = XMx,t';vi,T) 

2ir 

and 

ff(,(x,/';w,T) = -^-[A(x,r ;w,T)(f i j , -2^ lA})] 

+ 2lxm{XiXj-dij)e 

where 

4>{x,t) = m\ r,(x,mi,Qdl 
Jn 

(8) 
and 

Now from equations (6) and (7), and the strain-displacement 
relation 

x = (xx ,x2),w = (w, ,w2),r = Ix - w I ,X-t = (*,- - w,)//-

X,^';W,T) = 1 - e x p ( ) f' >i 
r L v\\AK(t' - r ) l / J 

r \ [ 4 A ( f ' - r ) ] . 
These expressions represent the mechanical effects of an in-
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stantaneous heat pulse occurring at a point w at time T on a 
point x at time t' > T in an infinite medium, and are analogous 
to the fundamental heat solution 8 given in equation (4). Con­
sequently, they can be used to generate solutions of the ther-
moelastic problem in precisely the same manner as was the 
function 8. By extension, they can also be generalized to com­
prise boundary integral formulae corresponding to equations 
(3) and (5). 

Mathematically this can be derived by using the identity 

0<g,0=r 30(f;' ) dt'+Mfi) 
Jo dt 

in equation (8) giving 

0(x,O = /w{a i>(M)[^ dd(^ ) <ft'+fl($,0)]tf$ 

which with equation (1) becomes 

= w j f l »j(x,«)[jo' [K6jj{i,t')+M,t')]dt'+8{ifi)\c^ 

Changing the order of integration, using Green's second 
theorem in the first term, and recognizing that 

Fig. 2 Boundary discretisation using straight line segments 

we obtain 

0(x,O = w ^ | o j [r?(x;s) 

i?,„(x,t) = 5 ( x - 0 

d6(s,t') dri(x;s) 

dn dn 
d(s,t')] dsdt' 

Jo Jn Jo 

+ mK [ 6(x,t')dt' 

0 0.2 0.4 0.6 0.8 1.0 

r/a 

ANALYTICAL SOLUTION 
BOUNDARY INTEGRAL 
METHOD 

6 8 10 

t i m e / A t 

(11) 

In order to avoid the use of field temperature values we simply 
use expressions (3) or (5) in place of 8(x,t) in the final term. 
For example if we use the expression (3) we have that 

0(x,/)=AJo j s [*(X,/;S,T) 
00(S,T) d<i>(x,t,s,T) 

dn dn 
0(S,T)] dsdr 

+ [ [#(x,^,0)ff«,0)]rf{+[' [ li[x,t;i,T}M,T)]didT (12) 
Jn Jo Jn 

and that 

«c»(x,0 = 

K\'Q \S [u,(x,t;*,T) 
d8(s,r) dUj(x,t\s,T) 

dn dn 
,T)\dsdT 

+ ( [u,<x,t;S,<WSMdl:+\ \ [W,(X,?;?,T)/(?,T)]^C?T (13) 
t) it V 0 0 il 

and 

a/>(x,0 = 

Fig. 3 Finite disc problem: results for temperature and induced 
stresses and displacements 

Notice that the temperature, stresses, and displacements are 
now all calculated by means of analogous integral expressions. 
A similar set of boundary integral formulae can also be writ­
ten for the indirect method in analogy with expression (5) or 
its double layer equivalent. Also, we note that equations (10) 
represent limiting cases of these formulae since they can be ob­
tained by reducing the time step At to zero. Thus we have a 
general framework which incorporates several alternatives for 
calculating thermal stresses and displacements. 

The Numerical Procedure 

In order to calculate the required integral expressions over 
time, we will adopt a stepwise approach to generate 
temperatures at points over the domain, and use this distribu­
tion as the 'initial' condition for the following time step [1, 2]. 
Thus, for step M, we can write expressions (3), (13), and (14) 
as the generic recurrent relations 

K\o J s | _ f f 4 , (x , f ; s , r )_ >— 8(s,r)\dsdr 

i?(x,MA0 = A"( [ \R(x,At;s,T) 
d6(s,(M-l)At + r) _ 

dR(x,At;s,T) 

d~n 
8{s,{M-\)At + T)\dsdT 

+ \ [ty(x,f;«,O)0tt,(»]rf$+[ [ [B0(x,t;i,Ty{i,ry\didT (14) + [ [£(x,Af;«,O)0tt,(M- l)A0]rf{ 
j n j o j n j o 

where the kernels for these expressions represent the ther-
moelastic effects of a heat pulse in an infinite medium, as 
derived previously. 

+ P ' [ [R<x,M;i-,TWt,(M-lW + T)]didT (15) 
Jo Jn 
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TIME STEP M 

THERMAL STRESS 

and 

DISPLACEMENT 

u.<8> f 

TIME STEP M - 1 

JL 
BOUNDARY VALUES 

FIELD VALUE 

FIELD SOURCE 

68 

dn 

METHOD A 

METHOD B 

Fig. 4 Schematic comparison between alternative methods for then 
momechanical calculations 

where R and R represent 6, u, a and 6, w(s) and a«", respec­
tively. The surface integrals can be evaluated by discretizing 
the boundary using straight line segments as shown in Fig. 2. 
If we assume that the boundary functions 0(s,r) and 86/dn 
(S,T) can be approximated by constants dMJ and qMj, respec­
tively, over each segment Sj and over each time step M, equa­
tions (15) may be written as 

RixMAt) = £ fcOtotw - W i J 
j 

+ £ [wR(x,At;l-,0)8(i,(M- 1)A/))] + ^ « 

where 

C(X)=K\Q ] R(x,At;s,T)dsdT 

^ ) = ^ L ' l dR(x,Af,s,r) 

sj dn 
dsdr 

£ are Gaussian points in the field 

k k 
W are Gaussian weights associated with field points £ 

and 

P « W = [„ ' \„R(*At,k,T)M,{M-\W+T)dZdT 

is the generic term resulting from the body heat source. The 
evaluation of this integral will not be attended to here. 

The unknown boundary functions can be determined by 
solving, at each time step, the set of linear algebraic equations 
resulting from the case where 

R = @a.ndx = s. 

Thereafter these values may be used in the remaining expres­
sions enabling the thermally induced mechanical effects «,<9) 

and a,y<e) to be calculated. 
The procedure was tested on the problem of a finite cylin­

drical disc of radius a, free of body sources and forces, initial­
ly void of temperature, whose surface is maintained traction 
free at a constant temperature 3" over time. The simple nature 
of this problem allows the analytical calculation [6] of the 
temperature 9 and the components K(8), a,/® so that a direct 
comparison with the numerical solution can be made. A sam­
ple of results are shown in Fig. 3. It should be noted that the 

— ANALYTICAL SOLUTION 

D BOUNOARY INTEGRAL METHOD 

0 2 4 

t i m e / A t 

Fig. 5 Finite disc problem: Final results (i.e., including homogeneous 
solution) 

tangential stresses a^ at the boundary were calculated from a 
numerical differentiation of the displacements (equation (13)) 
since they are found to be more accurate than when found 
directly [7]. This has become standard practice in boundary 
element computations. 

The distinction between the approach represented by equa­
tions (10) (method A) and that given by the boundary integral 
formula (method B) can be illustrated diagrammatically as 
shown in Fig. 4. By calculating the thermal and elastic quan­
tities in series, method A appears to provide a more efficient 
procedure since it exploits work that has already been done. 
The parallel arrangement afforded by the boundary element 
method requires the retrieval of thermal boundary, initial and 
source data and the computation of stresses and displacements 
in direct analogy with the thermal problem. It follows also, 
however, that while method B for computing displacements 
and stresses produces expressions which are of the same order 
of approximation as that inherent in 6, method A necessarily 
compounds the error in 8, aside from introducing further 
uncertainty in the determining the mechanical quantities. A 
further distinction between the two methods involves the 
behavior of the kernel functions of the body integrals. In the 
case of A these are singular, and require careful treatment dur­
ing the integration process. Method B on the other hand 
calculates the effect of the field temperature over a complete 
time step, and so produces expressions which are continuous, 
allowing computations to be made in a straightforward 
manner. 

The Homogeneous Solution 

It must be recalled that the values H/9 ) and o-,-,w calculated at 
each step will not in general agree with the prescribed 
mechanical boundary conditions. Thus at each time step we 
must superimpose an elastostatic solution [uP, Ojf*] which 
compensates for the difference between the required and 
calculated boundary conditions. The problem to be solved 
then may be formulated by the equations 

^•\jj(x) + (k + ix)u^JM(x) = 0 

subject to the boundary conditions 

u,(s,MAt) = C/,(s,MA0 - w,(,»(s,MA0 

or 

o-,-(s,A/A0 = r,(s,M"A) - a,<e)(s,MA0 

or the appropriate combination of these. This solution may be 
found by any numerical means, the most straightforward be­
ing a boundary element method. In this case an indirect (fic­
titious stress) [8] method was used. The final results for the 
cylindrical disc problem, obtained from the equations 

Journal of Applied Mechanics JUNE 1986, Vol. 53/301 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



u,(x,MAt) = «,w(x,MAO + uP(x,MAt) 

OyixMAt) = ff,y<9)(x,MAO + o-,/''(x,MAO 

for each time step M, are given in Fig. 5. 

Conclusions 

We have presented a general framework for analyzing 
thermo-mechanical behavior using boundary element methods 
when linear quasi-static conditions are assumed to hold. The 
thermal stresses and displacements are calculated using boun­
dary integrals, and achieve the same order of approximation 
obtained for the temperature. The method obviates the need 
for calculating the instantaneous mechanical effects of the 
temperature, and therefore does not require the evaluation of 
singular body integrals. 
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The Extent of the Stress Intensity 
Factor Field During Crack Growth 
Under Dynamic Loading 
Conditions 
The phenomenon considered is fracture initiation and crack growth in a plate due to 
dynamic pressure loading on the faces of a pre-existing crack. The problem is for­
mulated within the framework of two-dimensional elastodynamics, and the system 
is viewed as a semi-infinite crack in an otherwise unbounded body. At a certain in­
stant of time, a spatially uniform pressure begins to act on the crack faces. The 
pressure magnitude increases linearly in time for a certain period (the rise time T), 
and it is constant thereafter. The crack begins to extend at constant speed at some 
time after the pressure begins to act (the delay time T). The pressure acts only over 
the original crack faces, and both r > T and T < T are considered. The ratio of the 
normal stress on the fracture plane to the value due to the singular term in the stress 
field alone is computed for some point at a small fixed distance ahead of the crack 
tip, with a view toward establishing the conditions under which the stress intensity 
factor controlled singular term accurately describes the near tip stress distribution in 
this highly transient process. Measured and calculated histories compare very well 
for relatively low crack face pressures, but there is significant disagreement beyond 
crack growth initiation for higher pressures. Possible reasons for the discrepancies 
are discussed. 

1 Introduction 

The idea of an elastic stress intensity factor is a well-
established concept in fracture mechanics, and it represents 
the cornerstone of applied linear elastic fracture mechanics. 
Interpretation of the stress field near the edge of a crack in a 
loaded solid body in terms of a stress intensity factor 
magnitude must always be based on the assumption that the 
dimensions of the body and the details of the loading are such 
that a stress intensity factor-controlled field does indeed exist 
in the equivalent elastic body and that the size of the region 
over which the material response is inelastic is sufficiently 
small compared to the size of the region over which the stress 
intensity factor-controlled field exists. "Standard" criteria 
have been adopted for determining whether or not the stress 
intensity factor idea can be applied in a given situation in frac­
ture toughness testing (ASTM Standards, 1978). 

If a cracked solid is subjected to stress pulse loading, the 
transient nature of the process adds a new dimension to the 
question of existence of a stress intensity factor-controlled 
field. Consider the most ideal case of a half plane crack in an 
otherwise unbounded elastic solid, and suppose that the crack 
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faces are subjected to spatially uniform, suddenly applied 
pressure. The resulting plane strain field consists of plane 
pressure waves propagating away from each crack face, plus 
cylindrical longitudinal and shear waves radiating from the 
edge of the crack. Even though this configuration strictly 
meets all of the size requirements of the standard criteria, a 
stress intensity factor controlled field will be found only for 
points closer to the crack tip than about 5-10 percent of the 
distance to the cylindrical shear wave front. This fact com­
plicates the interpretation of experiments concerned with frac­
ture initiation in brittle materials under intense stress wave 
loads in terms of a stress intensity factor K, simply because the 
extent of the K field is so small at the onset of growth. 

The problem is even more complicated in the case of crack 
growth. In the case of dynamic loading of a stationary crack, 
the ability to find a A'-controlled field over a region of some 
minimal size near the crack edge may hinge only on waiting 
for the wavefronts to pass and the transients to die away. In 
the case of dynamic crack growth, however, the transients are 
being continuously refreshed. This may be seen by viewing the 
process of crack growth as the negation of traction on the pro­
spective fracture plane. With this point of view, the internal 
stress in the body at a point on the prospective fracture plane 
gradually builds up as the crack tip approaches. This gradually 
accumulated stress is then suddenly released with the passage 
of the crack tip, and the resulting transient fields must radiate 
out continuously through the region surrounding the crack 
tip. There are obviously limitations on the use of the stress in-
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tensity factor concept in such situations, perhaps only if the 
crack speed is very high and/or the loading is very intense. 

Interest in the stress intensity factor in considering dynamic 
crack growth stems from its potential as a driving force for the 
process. The crack tip stress distribution is extremely difficult 
to measure directly, and the only more or less direct 
measurements have been made by means of the optical 
methods of photoelasticity and shadow spots. In both 
methods, the influence of the crack tip deformation features 
on a particular light field is measured, and it is always the case 
that the crack tip deformation features are sensed over some 
finite region around the crack tip. Furthermore, both the ex­
perimental data and field observations are interpreted as 
though the crack tip stress intensity factor field is fully 
established over this entire region. The purpose of this study is 
to consider limitations on the assumption that the stress inten­
sity factor field is fully established over a region of given size 
near the tip of a growing crack in a stress wave field. 

The theoretical background that will be required to study 
the limitations on the usual interpretation of the shadow spot 
data derives from the work of Freund (1972, 1973) and Bur-
ridge (1976), and some fundamental results are reviewed in the 
next section. In section 3, a particular case of time-dependent 
crack face loading is studied which allows for direct com­
parison with a set of experimental data. Of special interest in 
this analysis is the time required for the normal stress on the 
fracture plane at a point near the moving crack tip to reach the 
value it would have if the stress field were actually given by the 
near-tip stress intensity factor field. In section 4, the stress in­
tensity factor calculation is generalized to the case of a loading 
pulse with a finite rise time. The shadow spot method, a 
technique that has been used in recent years by Kalthoff et al. 
(1977), Ravi-Chandar and Knauss (1984), Rosakis et al. 
(1984), and others in dynamic crack growth experiments, is 
briefly described in section 5. Of particular interest is the series 
of experiments reported by Ravi-Chandar and Knauss (1984) 
which may be examined in light of the theoretical model 
studied in the preceding sections. Finally, in section 6, a com­
parison between the theoretically predicted and the experimen­
tally measured stress intensity factors is made, including a 
discussion of the possible reasons for the differences observed. 

2 Analysis of Crack Growth 

The phenomenon considered here is the growth of a half-
plane crack in an otherwise unbounded body of a 
homogeneous, isotropic elastic solid. The loading is uniform 
in the direction of the crack edge in all cases, so that the state 
of deformation is plane strain and the mode of crack tip open­
ing is the plane strain opening mode, that is, mode I. The 
crack is assumed to extend in its own plane at speeds large 
enough for inertial effects to be important. Initially, the body 
is stress free and at rest, and the case of dynamic loading is 
considered. Suppose that a uniform normal pressure of 
magnitude a0 begins to act on the faces of the crack at a cer­
tain instant, say time t = 0. The stress gradually intensifies at 
the crack tip, and crack propagation may be initiated only 
after some time has elapsed following application of the crack 
face pressure. It is assumed that after some finite delay time T, 
the crack tip begins to move at a constant speed v = l/d. The 
pressure does not expand over the newly-created crack faces, 
but it continues to act on the original crack faces. The solution 
can be obtained by superimposing the stress distribution that 
results from sudden application of the crack face normal 
pressure of magnitude a0 for the stationary crack and the 
stress distribution that results from growth of the crack under 
the action of crack face tractions which exactly negate the 
stresses on the crack line in the first problem (Freund, 1973). 

For the stationary crack, the boundary conditions on z = 0 
are that the normal stress on the crack faces is -a0H(t), the 
shear traction is zero, and the normal displacement is zero on 

the crack plane ahead of the crack tip. The complete stress 
distribution can be determined, but of primary interest is the 
distribution of normal stress on z = 0, x > 0. This stress 
distribution is denoted by f(t/x) and it is given by Freund 
(1973) as 

u a ft/x 
f(t/x)=-^-^\ Im[r,oi°+(-ri)]-ldri t/x>a (2.1) 

IT Ja 

where 

S+ (X) =exp 
I f * , 47)2V(7,2-tf2)(62-7/2~) 

1 t a n • _ (--J 
\ 7T Jo 

tan (2V
2 -b2)2 

{\-r,/d)-ldi) 

[v + Ml-v/d)] / 

w+(\) = (l-c/d)[a + \(.l-a/d)]U2/[(\ + c-\c/d)S+(\)] 

(2.2) 

u0
+(X)=lim <o+(X), uo=o>°+(0), S% (X)=lim S+(X) 

u-0 v-Q 
where d = l/v is the crack tip slowness, a = l/vt is the 
longitudinal wave slowness, b = l/vs is the shear wave 
slowness, and c = \/vR is the Rayleigh wave slowness which 
satisfies the equation (2c2 - b2)2 - 4c2(c2 - o2)1/2(c2 -
b2)l/2 = 0. The subscript' + ' on functions above is a remnant 
of the Wiener-Hopf procedure used to solve the underlying 
crack propagation problems. 

The distribution (2.1) varies with position and time only 
through the ratio t/x. This implies that any fixed stress level 
radiates out along the x axis at the constant speed u = x/t. 
The speed u varies between zero and the longitudinal wave 
speed. The stress intensity factor at time t for the stationary 
crack tip is found to be 

Wit (2.3) Ks (t) = lira (^2vxf( t/x)) = 2<j0 

In order to construct the complete solution for dynamic 
loading, a fundamental solution is derived and the complete 
field is constructed by means of superposition. Suppose that 
the crack tip is at rest at x = 0 and there are no loads acting on 
the body for / < 0. At time t = 0, the crack tip begins to move 
in the x direction at speed v and simultaneously a symmetric 
pair of concentrated normal forces appears at the crack tip, 
tending to open the crack. For t > 0, the concentrated forces 
move in the x direction with speed u < v. The amplitude of the 
forces increases linearly in time. The resulting dynamic stress 
field is called the fundamental solution and the boundary con­
ditions on z = 0 are 

ozz(xfi,i) = (mt + n)b(x-ut)H(t) for -oo<x<vt 

oxz(x,0,t) = 0 for -OO<JC<OO (2.4) 

w(x,0,t) = 0 for vt<x<<x 

where m and n are arbitrary constants. The x coordinate is 
eliminated in favor of the coordinate £ = x~v(t — T), so that 
the £, z coordinate system moves along with the crack tip. The 
normal stress on the plane z = 0 ahead of the crack tip is 

aF„ (£,0,t,u,m,n) 

_ 1 f 1 [ (\ rnh2 "1 r w+ (h) ~| 
~ 2-iriJB, 2iriJB-, \lsu, (X)JL (X-A) J A 

-[: 
nha+ (h) 

-]) es^'+x^d\ ds (2.5) 
(X-A)w+ (X) 

where B{ and B2 are the inversion paths for the one-sided and 
two-sided Laplace transforms, and h = l/(v — u). The stress 
intensity factor for the fundamental solution may be extracted 
by examining the behavior of (2.5) as J — 0+ , with the result 

trF v i PTT F \ 2mh2o>'+ (A)V2r V2nho>+ (h) 
KF = hm (V2ir£of7 ) = = — F = -

s-o+ v zz> Ji{l-a/d)y2 (\-a/d)in-fHt 
(2.6) 
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Fig. 1 The ratio of the total stress a2Z to the contribution to the total 
stress from the singular stress intensity factor term alone versus non-
dimensional time at a fixed distance t. ahead of the moving crack tip for 
the configuration considered in section 4. Results are shown for fixed 
delay time and several crack speeds. 

For the crack face impact problem that was outlined earlier 
in this section, the stress distribution on the crack line may be 
obtained by superposition (Freund, 1973) as 

o < ( « , 0 , f - f o ; « , 

-\,-t0)f(\/u)du+f{t/x) (2.7) 

where t0 = VT/(V — U) = hr/d. The corresponding stress inten­
sity factor is 

2V2 
KD=-Fr-a0k(d)(oi0\ff—/v(J^7)) (2.8) 

V7T V ' 

where 

k(d) = 
(l-c/d) 

S+(d)(l-a/d)1 (2.9) 

For given elastic material properties, k(d) is a universal func­
tion of crack tip speed. The function k(d) decreases 
monotonically from one at v = 0 to zero when the crack speed 
reaches the Rayleigh wave speed of the material (Freund, 
1972). All subsequent numerical results have been obtained 
for the case of Poisson's ratio v = 0.25. The foregoing results 
will be useful in the subsequent discussion of experimental 
data obtained by means of a particular apparatus. Next, the 
degree to which the dominant singular stress distribution (2.8) 
actually represents the total stress distribution (2.7) for points 
very near to the crack tip is examined. 

3 An Observation Concerning the Crack Tip Field 

In order to examine just how the transient near tip field ap­
proaches the stress intensity factor controlled field, attention 
is focused on a moving point which is always a fixed distance £ 
ahead of the moving crack tip. The stress component azz at 
this point will exhibit some transient behavior due to the onset 
of crack growth. Of particular interest is the time beyond t = 
T which is required for the stress level at this point to become 
approximately equal to the corresponding stress component 
computed from the crack tip singular field alone. Consequent­
ly, the ratio of the total stress azz to the corresponding stress 
due to the singular term alone has been computed numerically. 

100 150 2 0 0 

Fig. 2 Same as Fig. 1, except that results are shown for several delay 
times and fixed crack speed 

In the integral expression for azz, the integrand is square root 
singular at each end of the integration range. Therefore, the 
appropriate Gaussian integration scheme based on a weight 
function with the same singular behavior and the Chebyshev 
polynomials was used (Abramowitz and Stegun, 1965). 

A graph of the ratio of the total stress azz to the singular 
field contribution to the stress K/\/2ir% versus the nondimen 
sional time 7U,/£ is shown in Fig. 1. The delay time, in non-
dimensional form, was taken to be TU,/£ = 50 for the calcula­
tions, and crack tip speeds of 10, 20, 30 and 40 percent of the 
longitudinal wave speed were considered. As can be seen from 
Fig. 1, the time required for the stress ratio to approach 0.9 is 
quite large. For example, if v, = 2000 m/s and £ = 2 mm, 
then the normalized time scale may be read in units of 
microseconds. For a delay time of 50 [is and a crack tip speed 
of 400 m/s, an elapsed time of about 30 /xs is required after the 
onset of crack growth before the total stress increases to 90 
percent of the singular field alone. For the other parameters 
used in generating the data of Fig. 1, the time required is as 
long or longer. While this time of 30 fts is not great in an ab­
solute sense, it is quite a long time on the scale of many 
dynamic fracture phenomenon observed in the laboratory. 

Data similar to that in Fig. 1 are also shown in Fig. 2. In this 
case, however, the crack tip speed has been fixed at 20 percent 
of the longitudinal wave speed of the material and the ratio of 
total stress to the singular stress has been computed for the 
nondimensional delay times of 20, 50, and 80. It appears from 
these results that the time required before the singular stress 
becomes a good estimate of the total stress decreases as the 
delay time increases. 

4 Loading Pulse With Finite Rise Time 

Up to this point in the discussion, it has been assumed that 
the time dependence of the loading pressure is a simple step in 
time. In experiments, it is impossible to produce a true step 
profile and, instead, the loading pulse has a finite rise time. 
Therefore, with a view to comparison of the theoretical results 
with the results of experiments, the analysis is extended to the 
case where the loading pulse has a finite rise time. Suppose 
that at time t = 0 the crack pressure is applied, and that the 
magnitude of the pressure increases according to some func­
tion of time, s a y / ( 0 - After some finite rise time, say T, the 
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magnitude of the applied pressure reaches its maximum value 
a0 so tha t / (T) = a0. The magnitude of the pressure is held 
constant for t > T. Suppose for the moment that the crack 
propagation delay time r is larger than the loading rise time T. 
In this case, the stress intensity factor can be obtained for all 
time in a straightforward manner, as will now be 
demonstrated. The procedure is similar to that used by Achen-
bach and Nuismer (1971) in generalizing Baker's (1962) solu­
tion and, for the case of nonuniform crack growth, by Freund 
(1973). 

For / < T < T, the crack tip is stationary and the stress in­
tensity factor for a unit step stress pulse applied at / = 0 is 
given in (2.3). The corresponding result for an indefinitely 
large number of infinitesimal jumps of magnitude Ag(s) = 
g' (s)As as As — 0, each applied at time t = s, is 

V27T T- J ° 
•s)'/2ds for t<T (4.1) 

For T < t < r, the crack tip is still stationary and the stress in­
tensity factor during this interval is given by 

2TT -K Jo 
g'(s)(t-s),/2ds for T<t<T (4.2) 

For T < t, the crack is growing and the stress intensity factor 
for this case has already been given in (2.8) for a step applied 
pressure. The stress intensity factor for a crack moving at a 
constant speed v due to application of time t = 0 of an applied 
crack face pressure of magnitude g(t) that increases to a con­
stant level aa at time t = r a n d with crack growth for t > r > 
Tis 

ir LJo 
g' (s)0>o(t-S)</2dS-<Jo[v(t-T)]1 K 

V2r 

for t>r (4.3) 

For purposes of calculating specific results, the time profile 
of the applied loading pulse is taken to be linear between g(0) 
= O a n d g ( r ) = a0. Then, g'(t) = o0/T for 0 < / < Tand 
g' (t) = 0 for T < t. The stress intensity factor for t > 0 is 
given by 

°b / 
T \ 

T + v I 

V 

vo 
'f-(r^) 

FIG. 3a 

FIG.3b 

FIG.3c 

Fig. 3 The superposition scheme for the case when the crack begins 
to before the pressure magnitude has reached its maximum level, that 
is, 7 < T 

linearly in time until t = T, and then remains constant 
thereafter, the result is 

K 

V2r 

4 g o " ° tvl, 0<t<T 
3TT 

^o^o [ ^ / 2 _ ( r _ r ) 3 / 2 ] ) T < t < T 

3irT 
(4.4) 

?W±(^ [tm - (t-T)i/2]-[v(t-T)]i/2T), T<t« 
•KT V 3 ' 

It is emphasized at this point that the above result is valid only 
if the delay time T is greater than the rise time T, so that the 
pressure on the crack faces is constant during the entire time 
that the crack is growing. 

For the case when the crack begins to grow before the 
magnitude of the applied crack face pressure reaches its max­
imum level CT0, that is, when T < T, a solution in closed form 
does not appear to exist. The stress intensity factor may be 
constructed by superposition, however, leaving an integral to 
be evaluated numerically. If the pressure is assumed to act 
over the entire crack surface during growth, instead of only 
over the original crack surface, then an expression for the 
stress intensity factor may be extracted by following the steps 
in the previous paragraph. For an applied pressure which rises 

KE 

V2^r 

^o^o e n 

3TTT 

4a0w0k(d) 

3-KT 

4u0<j0k(d) 

for 0<t<r 

for T<t<T (4.5) 

37rr 
[fi (t-T)1'2} for T<t<oo 

The stress intensity factor which results from negating the 
crack face pressure over 0 < x < v(t — T) must now be added 
to the result in (4.5). Suppose that the half-plane crack begins 
to grow from x = 0 so that at any time the amount of growth 
is l(t). A symmetric pair of concentrated forces of unit 
magnitude begin to act on the crack faces at x = x0 at time t 
= t0, where 0 < xa < l(t0). Burridge (1976) has shown that 
the stress intensity factor for this case is given by 

KB(t;x0,t0) 

2TT 

k(d) fto V (a-z)1 
k{d) r«0 r dz 

(c -z )S°_(z)J a„-z)' 
(4.6) 

for t > t„ where 

€ 0 = -
t-tn 

Ht)-x0 

If £0 > b, the integral in (4.6) can be evaluated by means of 
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contour integration methods to yield the simple form (Freund, 
1974b) 

KB(t;x0,t0) k(d) r (c-ay
/2H(c-H0) 

2TT 
. [ - . 7r2(l-x0)

l/2 V (c-Ul/2S°~(c) J ( 4 - 7 ) 

The complete stress intensity factor is the sum of (4.5) and the 
corresponding stress intensity factor that results from nega­
tion of crack face tractions over 0 < x < v(t — T), say KN. 

The determination of KN follows the force superposition 
approach introduced by Freund (1972, 1973). The details will 
not be included here, but the steps are indicated in the various 
sketches in Fig. 3. For any point x0 in the range 0 < x0 < v(t 
— T) , the time history of crack face traction is shown in the 
sketch in Fig. 3a. The crack tip passes this point at time t = T 
+ x0/v and the magnitude of the crack face traction at that in­
stant is a0 ( T + x0/v)/T. Thereafter, the traction at that point 
increases linearly in time at the rate a0/Tuntil / = T. For t > 
T, the traction has the constant value a0 at that point. For 
each point x0, this time variation is viewed as the superposi­
tion of the time variations shown in Figs. 3b and 3c. In Fig. 
3b, the traction at x0 starts out just as in Fig. 3a, but it con­
tinues to increase linearly in time beyond t = T. In Fig. 3c, on 
the other hand, the traction at this point is zero until t = T, 
whereupon it begins to decrease linearly in time at rate a0/T. 
It is obvious that the sum of the variation shown in Figs. 3b 
and 3c is equal to the variation shown in Fig. 3a. 

The solution for the time history of the stress intensity fac­
tor for crack growth with a single force pair acting on the 
crack faces with time variation shown in Fig. 3b is given by 
Freund (1973), and superposition over the appropriate range 
of x0 is a straightforward matter . The time history of the stress 
intensity factor for a force pair with time variation shown in 
Fig. 3c can be obtained from the result in (4.6) due to Burridge 
(1976), which may then also be superimposed over the ap­
propriate range of x0. The result is summarized as follows: 

KN 

2w 

0, 0 < / < T 

2a0d(t-T)i/2 

3Tir{\-a/dYn 

K* 2a0k(d)Vv 
2TT 37V 

4a0dw'+ (d) 

' 37V(1 -a/d) h 

[2w'+ (d) (t-r)-co+ (d) (rv + 2tv)], 

T<t<T 

(4.8) 

\2(t-T)yl -{T + 2t)(t-TYn}-

l(t-T)3/2-(t-T)V2], T<t<o° 

where 

K* - ^ - ] o \TKB(t;t0,x0)dt0dx0 (4.9) 

The integral in (4.9) that defines K* must be evaluated 
numerically. 

The total stress intensity factor for the case T > T, given 
through (4.5) and (4.8), has been evaluated numerically and 
typical results are shown in Figs. 4 and 5 for crack tip speeds v 
= 0.1 v( and v = 0.2 v(, respectively. Because the crack tip 
speed changes discontinuously at t = r in each case, the stress 
intensity factor also changes abruptly at the same time. In all 
cases, the magnitude of the stress intensity factor immediately 
after the j ump is k{\/v) times the magnitude just before the 
jump (Freund, 1973). Numerical data for the case T > T a r e 
also shown in the same graphs for purposes of comparison. 
These computed results provide a basis for analysis of certain 

0.5 

0.4 -

£ 0-3 

b° 

5 0.2 

0.1 

0 .0 

-

/ / 

- I l l 

v = 0.1 vy 

i i 

^ T = 0 . 4 T 
/ - ^ > T = 0 . 8 T 

^7 ~- I -2T 

^ ^ - T = l .6r 

i 

Fig. A The stress intensity factor history for dynamic loading of the 
crack faces and the onset of crack growth at constant speed v after 
some delay time r 
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Fig. 5 Same as Fig. 4, except for different crack tip speed 

experiments in dynamic fracture, and this is the subject of the 
following sections. 

5 The Shadow-Spot Measurement Technique 

The use of the shadow-spot method, which is also known as 
the method of caustics, for measuring the intensity of crack tip 
stress fields is now quite common in experimental work in the 
fracture of brittle materials. When a large plate containing a 
long through-crack is loaded so that the crack opening occurs 
in mode I, the stress and deformation fields near the crack tip 
assume the familiar universal spatial distribution. The 
magnitude of the near tip field, which varies with load and 
geometry, is the elastic stress intensity factor. The method is 
based on the fact that the value of the stress intensity factor 
can be related to features of the optical field obtained by direc­
ting parallel light through a transparent specimen in the crack 
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Fig. 6 The stress intensity factor history calculated from the loading 
and crack motion observed in the experiments on Homalite-100 by Ravi-
Chandar and Knauss (1984). Also shown is the stress intensity factor 
history inferred from the experimental data by means of the optical 
shadow spot method. 

tip region, or by reflecting light from the surface of an opaque 
specimen in the crack tip region. The interest here is in discuss­
ing experiments carried out with a transparent material, so the 
technique is briefly described for this application. 

Consider a family of light rays, normally incident on the 
plane of the specimen. Upon passing through the specimen, 
the direction of each ray is modified. The amount of deviation 
for each ray depends on local conditions, in particular, on the 
local thinning of the specimen due to the in-plane stresses and 
on the change of index of refraction due to the stress optic ef­
fect. Suppose that a screen is placed at a distance z0 behind the 
specimen, and that the features of the transmitted light field as 
they appear on this screen are examined. If the plane of the 
specimen is the x,, x2 plane, then let the Xx, X2 plane be the 
plane of the screen, where the screen coordinate axes are ob­
tained by translating the specimen coordinate axes in the direc­
tional normal to the specimen. The light ray which strikes the 
specimen at point x, then strikes the screen at the point Xt 

where 

Xj —Xj z0 

dF 

dX: 
1 = 1,2 (5.1) 

For an optically isotropic material, the so-called retardation in 
optical path F(x{, x2) is given by 

F(xl,x2)=[c-(n-lWE]do(cl+^2) (5-2) 
where c is the stress optic constant, n is the index of refraction 
in the absence of stress, d0 is the undeformed plate thickness, 
v and E are the isotropic elastic moduli, and ax and a2 are the 
principal stresses in the plane. 

Under suitable conditions, the light field on the screen will 
appear as a dark spot (the shadow spot) surrounded by a 
bright border (the caustic curve), with diminishing light inten­
sity away from the caustic curve. The curve on the specimen 
which maps into the caustic curve according to (5.1) is the so-
called initial curve. The light rays which strike the specimen 
both inside and outside the initial curve map into points on the 
screen which are outside of the caustic curve according to 
(5.1). If the stress field near the crack tip is completely 
characterized by the prevailing stress intensity factor, and if 
the initial curve is well within the region of the specimen where 
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Fig. 7 Same as Fig. 6, but for data shown 

this is indeed the case, then the features of the optical field as 
observed on the screen are also known up to the value of the 
stress intensity factor. By means of elementary analysis, it can 
be shown that the value of stress intensity factor is propor­
tional to the maximum transverse diameter of the shadow spot 
raised to the poewr 5/2. Furthermore, the proportionality fac­
tor can be expressed explicitly in terms of material and 
geometric parameters of the system. These ideas have been ex­
tended to the case of elastodynamic crack growth in recent 
years, and the details are presented by Beinert et al. (1978), 
Rosakis (1980), and Ma (1982). 

The shadow-spot method has played an important role in 
the development of dynamic fracture mechanics. With the use 
of a high speed camera, many shadow-spot photographs can 
be taken at regular intervals during a crack propagation ex­
periment. Each photograph shows the instantaneous stress in­
tensity factor and the instantaneous position of the crack tip 
and, with a sequence of such photographs, the time history of 
the stress intensity factor and the crack position can be deter­
mined. The main points to be made here are that the shadow-
spot photographs record light fields determined by the 
features of the stress field in the specimen within a certain 
distance of the crack tip (near and within the initial curve on 
the specimen, say) and that the data are interpreted as though 
the near tip field characterized by the instantaneous stress in­
tensity factor is fully established over this region of finite ex­
tent. Indeed, the calculations described in the preceding sec­
tions were carried out with a view toward clarifying the matter 
and, in the next section, some recent experiments described by 
Ravi-Chandar and Knauss (1984) will be discussed in light of 
this analysis. 

6 Comparison With Experiment 

In the work reported by Ravi-Chandar and Knauss (1984), a 
long edge crack was cut into a large rectangular sheet of 
Homalite-100 along a symmetry line. The specimen was then 
subjected to a small tensile load in the direction perpendicular 
to the line of the crack, mainly to hold the specimen in place. 
A continuous copper ribbon of the same lateral dimension as 
the thickness of the plate was then doubled over and placed in 
the slightly open crack. The fold in the ribbon was as close to 
the crack tip as possible, and one side of the doubled ribbon 
was adjacent to each crack face. A large capacitor bank was 
then discharged through the ribbon. The mechanical forces in-
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duced by the electrical current flowing through the copper rib-
bin caused the opposite sides of the ribbon to repel each other 
and, in so doing, applied essentially uniform normal pressure 
on the crack faces. The time variation of this pressure distribu­
tion was approximated very well by a linear increase in 
magnitude up until some time after application (the elapsed 
time is called the rise time T), and then constant magnitude 
thereafter. The dimensions of the specimen were such that the 
waves generated by the loading device would not be reflected 
back onto the crack tip for about 150 /̂ s after application of 
the pressure. Therefore, for all practical purposes, the situa­
tion is that of semi-infinite crack in an unbounded body sub­
jected to spatially uniform pressure over the initial crack faces 
during the early part of the experiment, and the data may be 
analyzed on the basis of crack analyses such as those in­
troduced in preceding sections. The properties of 
Homalite-100 given by Ravi-Chandar and Knauss are p = 
1230 kg/m3, v = 0.31, andE = 4550MN/m2, which yield the 
wave speeds vt — 2057 m/s, vs = 1176 m/s, and vR = 1081 
m/s. 

First, it was observed that the elapsed time between applica­
tion of the crack face pressure and the onset of crack growth, 
which has been denoted by T, varied with the magnitude of 
crack face pressure and that the magnitude of stress intensity 
factor at the instant of crack growth initiation t = r varied 
with the value of T. It was found that for relatively low levels 
of crack face pressure, corresponding to relatively long delay 
times, the level of stress intensity factor is independent of the 
level of crack face pressure, as is expected from the quasistatic 
theory of brittle fracture. On the other hand, as the magnitude 
of applied loading increased, the delay time decreased, and the 
observed valued of stress intensity factor at the instant of frac­
ture initiation increased. 

For times t > T, it was observed in the experiments that the 
crack tip moved with constant speed until the first reflected 
waves arrived from the remote boundaries. The analyses of 
the preceding sections, which were based on the assumption of 
constant crack tip speed, may also be applied to study the 
crack propagation phase of the experiments. From the data 
presented, the loading rise time T was approximately 25 /is, in­
dependent of the final magnitude of the applied pressure, and 
this value is used in all calculations. From the measured delay 
time T, pressure magnitude a0, crack propagation speed v, and 
preload, it is possible to compute the exact stress factor as a 
function of time for the experiment, at least until reflected 
waves arrive back at the crack tip. The results for four par­
ticular experiments reported by Ravi-Chandar and Knauss are 
shown in Figs. 6 and 7. 

The general features of the theoretical curves in Figs. 6 and 
7 have already been anticipated in the foregoing analysis. The 
stress intensity factor starts at a level corresponding to the 
preload. Following application of the dynamic crack face 
pressure, the stress intensity factor rises rapidly until the crack 
begins to grow. With the sudden onset of crack growth at 
speed v, the stress intensity factor is reduced by a factor 
k(l/v), that is, K(T + 0) = k(\/v)K(r - 0). Thereafter, the 
stress intensity factor continues to vary in a continuous 
manner. 

The experimental results corresponding to the theoretical 
results appear on the same graphs as the discrete data points, 
and the data for measured crack speed, delay time, and 
pressure magnitude also appear on the graphs. In all four 
cases, the agreement between the theoretical and experimental 
results is very good for t < T. Furthermore, the agreement 
continues to be very good for the cases with relatively low 
crack face pressures of 1.10 MPa and 0.63 MPa. These are 
also the cases with lower crack tip speeds, of course. On the 
other hand, for the higher crack face pressures and the higher 
crack tip speeds, the agreement between the observed and the 
calculated results is not good. Indeed, the experimental results 

continue smoothly through the instant of crack growth initia­
tion t = r and they show none of the variation in stress intensi­
ty factor history predicted through the calculations. Further­
more, the theoretical and experimental results do not seem to 
approach each other for t > r. 

Two main reasons may be cited for the observed discrepan­
cy. The first of these is based on the observation that the data 
are interpreted as though the near tip deformation field was 
accurately described by the stress intensity factor controlled 
singular field, whereas the results of section 3 suggest that this 
may not be the case. The crack tip speed for the experiment 
leading to the upper curve in Fig. 6 was about 20 percent of the 
longitudinal wave speed of the material. If attention is focused 
on a point approximately 2 mm ahead of the moving crack tip, 
then a delay time of 18 /xs leads to a value of the dimensionless 
parameter r vt/£. of about 20. Indeed, for this set of system 
parameters, the horizontal scale in Fig. 2 may be read in 
microseconds rather than dimensional units without signifi­
cant error. Examination of the curve in this figure for T uf/£ 
= 20 shows that the stress at a distance £ ahead of the crack 
tip is only 60 percent of the value due to the singular term 
alone just after the onset of crack growth, and it does not 
reach 90 percent of the singular term value until approximate­
ly 70 fis after the application of the crack face loads. While the 
comparison of relative stress magnitudes at just one point 
(with respect to the crack tip) is probably not an adequate 
basis for rejecting any data set, the discrepancy indicated 
through Fig. 2 is sufficiently large so that the data should be 
re-evaluated and the complete near tip stress distribution 
should be worked out for comparison to the stress intensity 
factor controlled term alone. This latter calculation can be 
carried out on the basis of available solutions, but the details 
will be very involved. 

It is interesting to note that the delay effect in establishing a 
stress intensity factor field predicts a shift in the appropriate 
direction for the results in Figs. 6 and 7. According to the 
results in Fig. 2, the actual stress at a distance £ ahead of the 
crack tip is less than the stress due to the stress intensity factor 
singular term alone, whereas at the crack tip the singular term 
is an accurate description of the stress field. Consequently, the 
actual gradients in stress as the observation point approaches 
the tip are greater than those predicted by the singular term 
alone. If the role played by these stress gradients in the forma­
tion of shadow spots is recalled from section 5, an immediate 
inference is that the observed shadow spot will be larger than 
that which would result from the stress intensity factor field 
alone. Therefore, the inferred value of stress intensity factor 
would also be larger than the actual value, as appears to be the 
case for the upper curves in Figs. 6 and 7. 

A second reason for the discrepancy in the results in Figs. 6 
and 7 is suggested by the results themselves which are, in a 
sense, paradoxical. The theoretical results in Figs. 6 and 7 are 
exact. That is, within the framework of linear elastodynamics, 
the solid curve is the stress intensity factor history for the 
measured values of the parameters v, T, T and a0. On the other 
hand, the experimental data in Figs. 6 and 7 are inferred from 
measured quantities, also within the framework of linear 
elastodynamics, for the same measured values of the system 
parameters. If the process is indeed describable in terms of 
linear elastodynamics, then the experimental and the 
theoretical results must be the same, but this is obviously not 
the case for the higher applied load levels. This suggests that 
the problem may lie in the assumption of linear elastic 
material response. While there must always be a zone of 
nonlinear and/or inelastic material response near the crack 
tip, perhaps at the lower load levels and for a stationary crack 
tip is is too small to be sensed at a distance of 2-3 mm from the 
crack tip. For crack growth at the higher load levels, this zone 
of inelastic and/or nonlinear response or zone of microcrack-
ing may extend outward from the crack tip a greater distance, 
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on the order of the transverse dimensions of the initial curve 
size, in which case the assumption of linear elasticity would no 
longer be valid. This conjecture is consistent with the sugges­
tion that the process of fracture is the initiation of microcracks 
at some fraction of distributed nucleation sites which even­
tually coalesce with the macroscopic crack. If the intensity of 
the crack tip stress field is below that necessary to sustain frac­
ture, then there is no tendency for a zone of microcracking to 
expand from the crack tip. Even if the stress intensity level is 
at or slightly above the critical level, microcracks that con­
tribute to macroscopic crack growth unload nearby nucleation 
sites as they form, so there is still no tendency to develop an 
expanding zone of microcracking. If the crack is highly over­
driven (by stress waves, for example) then there may be insuf­
ficient time for microcracks nucleated at the most critical sites 
to mitigate the influence of rising loads at adjacent sites, so 
many more microcracks may form than are actually necessary 
to sustain fracture. In this case, an expanding zone of 
microcracking is indeed conceivable. 

Finally, it is pointed out that both the present analysis and 
the models that underlie the interpretation of experiments are 
two-dimensional in nature. In either case, the three-
dimensional effects that are overlooked may have too much of 
an influence to be neglected in considering the process. At the 
present time, there are no quantitative estimates of this in­
fluence, and this is an area requiring further study. 
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Study of a Three-Dimensional 
Crack Terminating at an Interface 
In this study the stress intensity factors for a three-dimensional crack perpendicular 
to and terminating at a bimaterial interface are calculated. It is assumed that the 
crack is pressurized by a uniform pressure. The method of solution used here is 
based upon the body-force method and requires the analytical results from the 
elasticity point-force solution for a bimaterial interface. The solution technique 
leads to the reduction of the problem to a two-dimensional singular integral equa­
tion, which can be solved numerically for the crack opening displacement. 
Numerical examples of a semi-circular, semi-elliptical crack and growth of circular 
crack are given. 

Introduction 

Considerable research has been done to evaluate the stress 
intensity factor and crack opening displacement for cracks in 
layered media (see, e.g., Daneshy (1976), Erdogan and 
Aksogan (1976)); however, the literature is usually applied to 
two-dimensional cases. The present paper presents the three-
dimensional modelling of a vertical crack terminating at a 
perfectly bonded interface. 

Few numerical methods are available for an accurate stress 
analysis of irregularly shaped three-dimensional cracks. 
Several general treatments of the planar crack problem reduce 
the problem to one involving a two-dimensional integral equa­
tion with the crack opening displacement or its derivative (the 
dislocation density) over the crack surface as the unknown 
quantity. By the use of single layer and double layer poten­
tials, Bui (1977) has numerically solved the problem of a 
square crack under constant normal pressure. A rectangular 
crack in an infinite medium under normal pressure has been 
analyzed by Weaver (1977) by the boundary integral method. 
The body force method has been extensively used by 
Murakami and Nemat-Nasser (1982, 1983) to analyze first 
semi-elliptical surface flaws and then the growth of more 
generally shaped cracks in a half space. Using a different 
technique, Mastrojannis et al. (1979) obtained an integral 
equation for the unknown stresses outside the crack subjected 
to normal pressure and estimated the stress fields associated 
with egg-shaped, square with rounded corner, triangular and 
teardrop-shaped cracks. 

In the present paper the body force method is used to solve 
the problem of an irregularly shaped three-dimensional ver­
tical crack terminating at a perfectly bonded interface. The 
key to the utilization of the body force method is the 
availability of the known body force-displacement relation 
which in the present case is obtained by Rongved (1955) and 
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put into the present notation by Dundurs and Hetenyi (1965). 
The resultant equation is a two-dimensional integral equation 
for the crack opening displacement over the crack surface. 
The numerical results for stress intensity factor, K,, for semi­
circular and semi-elliptical cracks and the growth of circular 
cracks, constrained above and below are presented. 

Method of Analyses 

A fixed rectangular Cartesian system xh i = 1, 2, 3, with 
unit base vector e, is used. We consider two dissimilar elastic 
half-spaces bonded together along the x-z plane. Suppose that 
the lower half-space is occupied by an elastic medium with 
elastic constants C}jkl and the upper half-space by an elastic 
medium with constants CfJkl. The crack is assumed to be in a 
plane normal to the e3 direction (Fig. 1). To account for the 
disturbance from the crack, let fi be the volume of the crack in 
the lower half-space and introduce the eigenstrains e,* in fi in 
such a manner that the stresses satisfy the boundary condition 
and that they vanish outside of Q. The displacements in the 
lower material due to these eigenstrains e,* can be expressed as 

Interface (x,z plane) 

Planar Crack 
(in x, y plane) 

Fig. 1 Problem Configuration. Material 1 (*»-), p.,) is lower half-space (y 
< 0); material 2 (/<2, v^) is upper half-space (y > 0). 

Journal of Applied Mechanics JUNE 1986, Vol. 53/311 
Copyright © 1986 by ASME

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M,(X) = 
Jn 

C, 'j[mntmn 

3G,W(x,£) 

«* / 
d% / = 1 , 2 , 3 (1) 

where the Einstein summation convention is used and G/7'' 
(x,£) represents the e, direction displacement at point x pro­
duced by a unit load applied at point if in the e,- direction 
(Mura, 1982). The corresponding stress field is, therefore, 
given by 

"il« = C}jkl j o Cpqmne*mn - ^ - G%» (x,«)rf$ (2) 

Denote by 2a} the maximum direction of Q measured in the x3 

direction. We now seek to obtain the limiting expression for 
equation (2), as «3 — 0 and fi — D, i.e., as the inclusion 
reduces to the planar crack normal to the x} direction. Since 
only the opening mode in the e3 direction is involved, then e33 

is the only relevant eigenstrain. Let the distance to the crack 
faces measured along the x3 direction be given by 

w=±g(Z),l; = Zlel+i;2e2 (3) 

and introduce the quantity 

6(tt=[%3*3tt)^3 
Jg 

Then equation (2) yields 

ff33(x)=^q r^r-f^Li 
l - 2 y , JD C l - 2 v , L dxqd£p J{3=o 

r j ^ r * o £ > j 
^ ' J B 1 - 2 V , L 3x3d£„ Jf,=» 

(4) 

^'hJIrL.H* dx3d£3 Jf3 = 
(5) 

where linear isotropic elasticity is assumed and [il and i/, are 
the shear modulus and Poisson's ratio. The crack opening 
displacement b(%) can be obtained from the boundary 
condition 

ff33(x) = JflA-(x,f )&(*)«&--pOtf, xeD (6) 

where x = x^ + x2e2. 
The Green's function G,U) can be obtained from Rongved's 

solution as modified by Dundurs and Hetenyi (1965). The 
solution is given in terms of the Papkovich-Neuber potentials 
with $,-, $ as vector and scalar potentials, respectively, which 
determine the displacement field through the relation 

2^ G,u> = (K + 1)*, - (xk$k + *)„ (7) 

where K = 3 —4P. 
The potentials for the force perpendicular to the interface 

(e,- = e2) are 

* 2 = { l / / - ! + / l K i / r 2 + X4^(x 2 + ^)//-2
3 | /27r(Kl + l) (8) 

•/- = \h/rx +AK1£2/r2 + (AK? -5) log(r 2 - * 2 

-f2)/2}/2T(K, + l) (9) 

where 

/•,2 = (*,- i r . ) 2 + ( x 2 - | 2 ) 2 + (x3-£ 3 ) 2 , 
/•! = (*, - *,)2 + (x2 + £2)2 + (x3 - ?3)2, (10) 

î = ( i - r ) / ( i + rKl),js = (K2-r/c1)/(r + K2) 
a n d r = ^ 2 / / t l (11) 

The Papkovich-Neuber potentials for the parallel force (e, 
= ej) are 

#, = {1/7-, +S/r2)/2ir(K1 + l) (12) 

$ 2 = ( ( , 4 / c 1 - S ) ( x 1 - £ 1 ) / [ / 2 ( / - 2 - x 2 - £ 2 ) ] 

^=- (U /c 2 + J B-2S/< 1 ) ( ^ - f i ) / [ 2 ( / - 2 - ^ 2 -? 2 ) ] 

+ (^K1-S)€2(^l-fl) /[ ' -2( ' ,2-*2-f2)]}/2*(Kl + l) (14) 
where, in addition to the contractions defined by (11), 

S = ( l - r ) / ( l + r ) a n d r = ( l - 5 ) ( « 1 + l)/(K2 + l) (15) 

The kernel in equation (6) involves two differentiations of 
Gf>. With the aid of the Symbolic Manipulation Package 
(SMP), which performs differentiation symbolically, the 
analytical effort is made considerably easier. The final result is 
given as 

/*1 r, / 3 K{x,& = - [l//i+*o(x,{)] 
7 T ( K , + 1 ) 

where K0(x,%) is a regular part and is of the form 

2 S ( 1 + / C , ) - 3 / 1 ( K 2 - 2 K ) + 3 ) 

(16) 

*o(x.€) = - 2/3 

3[l2Ax2Z2 -A(3 - «!>(«, - 1)(*2 + g2)
2] 

2d 

3 [ £ - 2 S + 2 / 4 K I + / 4 / C 2 - 2 S K I ] 

2 r 2 ( r 2 - x 2 - £ 2 ) 2 (17) 

If it is required to develop a solution for a crack in the upper 
half-space, then additional analysis must be performed. The 
results for such an analysis are given in the Appendix. Since 
the objective of this paper is to calculate growth constrained 
by the interface, computations only for the case shown in Fig. 
1 are performed. 

Numerical Procedure 

To solve equation (6) numerically for a given crack contour 
shape, we first approximate the smooth contour 3D by a 
straight line segment polygon dD0 and the domain D is then 
replaced by D0. It is well known that the crack opening 
displacement vanishes in a square root sense on the smooth 
contour of the crack, if it is located interior to the material. 
The quantity &(£), therefore is replaced by 

6(*) = V2re=?/(0 (18) 

where e is a function whose value represents the shortest 
distance from the point £ to the crack contour dD„ and "a" is 
a representative crack length (Murakami and Nemat-Nasser, 
1983). The domain D0 is then divided into Ntriangular subdo-
mains, Da, a = 1,2, . . . N, over each of which the unknown 
function / ( £ , , £2) is assumed to be constant, where the point 
(£i> £2) f ° r evaluating the function / ( i h , £2) is the center of 
each triangle. The integral equation (6) is now reduced to an 
algebraic equation 

ff33(x«)= J^K^f=-p(xa) (19) 

where 

+ 2AS2(x1-t1)/r}}/2*(Kl + l) (13) 

*•*=. ,f' > [ V2^^2[/T3+A0(x«,$)]rf$ Id$2 (20) 
47T(1 — Vi) J-DP 

with/-2 = (tf - £,)2 + (x? - £2)2. 

The integration in equation (20) is performed numerically. 
For the regular part, Gaussian double integration over a 
triangular region D$ is used directly (Cooper, 1973). If the 
distance r7 = V(x? - £f)2 + (x? + £f) is smaller than 
5VArea of Dp, Dp is divided into four equal triangles and 
the procedure continues until the related distance r2 of 
each triangle is greater than 5\/Area of triangle. Gaussian 
integration is then applied to each triangle. 

The singular term associated with \/r\ is evaluated by a 
combination of a closed form integral and numerical integra­
tion. Let eg be the minimum distance from the center of D$ to 
the crack edge and denote the singular integral by / as 
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f V2«e-e^ 

If we let 

'-i 
h 

•42a -•Jlae 

DP r 
•dix d£2 

Jo/3 r 

(21) 

(22) 

(23) 

then / = /, + 42aeff-ej I2. (24) 

The integral I2 has a closed form (Murakami and 
Nemat-Nasser, 1983). The procedure is as follows: rotate and 
shift the axes such that one of the axes is parallel to one side of 
triangle D& and the origin is a point where the stress a33(x) in 
equation (20) is to be determined. After this procedure, the in­
tegration can be performed in an ordinary sense; therefore, 
the detailed result is omitted. 

When a. ̂  /3, the integral Ix is not a singular one and Gaus­
sian integration or repeated Gaussian integration can be used. 
However, for the case a = |3 a special numerical integration 
formula is needed. Rewrite lx as 

w(x«,£) 

ID/3 
dl-idh (25) 

with 

v(xa,£) = (-j2ae-e2-^2ael3-ej)/rl (26) 

Integral Ix is evaluated in the Cauchy principal value sense and 
converges if the function w is bounded and continuous 
(Theocaris et al., 1980). The continuity of w implies that the 
distance function e should be differentiable at point x". 
However, the function e is not differentiable everywhere 
unless the corresponding point can be surrounded by a circle 
containing neither the points of the polygon nor its separation 
points (Goncharyuk, 1972). The separation point is the point 
to which two or more points in the polygon have equal 
distances. For example, the point along the diagonals of 
square is a separation point which has equal distances from 
two conjunctive sides. The set of separation points forms a 
separation diagram. With this fact in mind, we do not 
triangulate the crack domain arbitrarily but first construct the 
separation diagram based on the scheme (Lee, 1978). Once the 
diagram and triangulation developed by Cavendish (1974) are 
constructed, the numerical scheme is applied to the integral / , 
(Theocaris et al., 1980). 

To test the numerical scheme, two cases, circular and square 
cracks in a homogeneous material subjected to uniform 
pressure, were investigated. The stress intensity factor for a 
circular crack has 0.85 percent error in comparison with the 
exact solution. For the square crack, the maximum stress in­
tensity factor has the value of 0.745 a0V (wa) which is close 
to Mastrojannis et al. (1979) [0.746 a0V(ira)] and Mu­
rakami and Nemat-Nasser (1983) [0.736 o0y/(wa)]. 

Numerical Scheme for Growth of Plane Cracks 

A numerical scheme for growth of planar cracks is con­
sidered based on that developed by Mastrojannis et al. (1980) 
in which the material weakened by the crack was assumed to 
be a homogeneous and isotropic solid with zero permeability. 
Fluid is injected into the crack cavity at a constant rate. At any 
instant, the faces of the cracks are loaded with a normal 
pressure intensity given by the following expression: 

p(xux2)=p0 + Ap(xux2) (27) 

where p0 = difference of fluid pressure and tectonic stresses 
at the reference point; Ap = tectonic stress differences. In 
equation (27), Ap is a known quantity, while the magnitude of 
p0 is assumed unknown. To make the problem well-posed, an 

additional equation is needed which comes from the 
equilibrium of volumes of injected fluid and crack cavity, 

V=lDb(^l,i2)d^d^2 (28) 

The equation (26) with p(x) as in equation (27) and equa­
tion (28) form a well-posed problem and the stress intensity 
factor K, along the crack contour can be calculated. The crack 
does not grow unless K, of part of the crack contour exceeds 
the critical value KIC. By analogy to the crack growth law used 
in fatigue crack growth, we assume that the normal velocity of 
propagation of a point on the crack contour is given by 

v = C 
V K,r ) 

for K, > KIC 

-0 for K,<KIC (29) 

where C, with dimension of velocity, and y are constants 
depending on the material properties. The normal distance 
covered by a point on a crack contour as it propagates for a 
time interval At is given by 

Au = vAt (30) 

The scheme proposed for the solution of the stated problem 
consists of the following steps: 

(1) Determine the stress intensity factor along the crack 
contour with the crack volume V. 

(2) Using equation (29) calculate the velocity of propaga­
tion of a finite number of points on the crack contour. 

(3) Allow the crack contour point with the maximum 
velocity to travel a short distance Aw along the normal to the 
crack contour at that point and determine the time interval A^ 
from equation (30). Then calculate the distances covered by 
the other points of the crack contour during the same time 
interval. 

(4) From the coordinates of the propagated and stationary 
points determine the new contour shape of the crack. 

(5) Start again from step 1. 

The posed problem will be considered solved when a crack 
contour has been found, all points of which have a zero veloci­
ty of propagation. 

Results 

The method described in the preceding section, although 
sufficiently general for cracks having an arbitrary shape, will 
be applied specifically for the case of a semi-elliptical crack 
that terminates at a bimaterial interface (Fig. 1). For this case 
the crack is perpendicular to the plane of the interface, x-z 
axis, and the semi-minor axis of the ellipse is in the x direction. 
The crack is loaded by a uniform pressure, and it is desired to 
compute the value of the stress intensity factor as a function of 
the angle around the crack tip. The dimensions of the crack 
axes in the x andy directions are a and b, respectively. Figure 2 
shows the mesh patterns used for a semi-circular and semi-
elliptical crack. It is recalled from the previous sections that 
these meshes provide the means by which integration in the in­
tegral equations can be calculated. 

For the circular case (a/b = 1) the figure shows that the 
dimensionless stress intensity factor remains relatively con­
stant as a function of angle from - 90 deg until about - 30 
deg, after which it rapidly approaches zero. The approach to 
zero at the interface for the materials shown in Fig. 3 will be 
less than 1/2. The conclusion that can be drawn from this 
curve is that crack growth will probably be constant along 
radial lines for most of the crack edge. For the semi-elliptical 
case (a/b = 0.5) the stress intensity factor is seen to reach a 
maximum at about - 5 0 deg and decreases in value around 
this angle. Thus, it would appear that in this case further crack 
growth would tend to make the elliptical crack grow to 
become a circular crack. The conclusions for these cases are 
the following: the semi-circular crack will tend to grow cir-
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Fig. 2 Mesh pattern for semi-circular and semi-elliptical cracks 

I .Or 

-60 -45 -30 -15 0 
<£, degree 

Fig. 3 Stress intensity factor for semi-circular and semi-elliptical 
cracks ( ^ ' ^ i = 3. "1 = "2 = u-1) 

cular and the semi-elliptical crack will tend to grow to become 
circular. It should be emphasized that these conclusions may 
be modified as further results are developed. Figures 4 
through 5 show the results of the growth of a circular crack 
with a barrier at y = -30.48 m. The region 0 > y > -30.48 
m will be termed the "fracture zone." Tectonic stress applied 
to the lower barrier zone is taken to be larger than that applied 
to the fracture zone by 689.5 KPa and 1379 KPa, respectively. 
Shear moduli, /*, and p2, are 34.475 GPa and 103.425 GPa, 
respectively, and Poisson's ratios, vx and v2, have the same 
value, v, = 0.1, i = 1, 2. Fracture toughness is assumed to be 
5.49 MPaVm. Figures 4(a) and 5(a) show that the crack front 
grows mainly in the fracture zone with some minor growth in­
to the lower barrier. We note that the crack front near the in-
terfacial boundary is approximated by straight lines. It seems 
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40 60 80 100 120 

600,5 
/ KPa 

Fig. 4(a) Crack front growth with stress contrasts 
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Fig. 4(b) Pressure (p0) as a function of crack volume 
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Fig. 4(c) Crack width along wellbore 

that the crack shapes are at arrest around y = - 3 9 m and y = 
- 3 3 m. The variations of the uniform pressure term p0 are 
shown in Figs. 4(b) and 5(b). It is observed that during the in­
itial phase of crack growth the magnitude of p0 decreases 
sharply and as crack growth continues the magnitude of p0 

becomes relatively uniform. The crack opening displacements 
along the crack center line are shown in Figs. 4(c) and 5(c). 
They increase significantly at the first few steps and are rather 
steady thereafter. Furthermore, opening displacements show a 
discontinuity in slope that results from the approximation 
scheme used and which could be removed by smoothing. 
Figures 6(a) and 6(b) are plots of crack front growth and the 
variation of p0 for a circular crack in a homogeneous 
material. The crack grows farther into the upper barrier rather 
than the lower one, since the lower stress barrier is greater by 
689.5 KPa than the upper one. The crack shape is at arrest 
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Fig. 5(a) Crack front growth with stress contrasts 
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Fig. 5(b) Pressure (p0) as a function of crack volume 
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around^ = 24 m andy = - 18 m for the upper and lower bar­
riers, respectively. The crack opening displacement along the 
crack center line is given in Fig. 6(c). 
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A P P E N D I X 

Crack in Upper Half-Space 

If crack is introduced into the upper material, then the 
potentials in the upper material due to the point force in the 
lower material are required. The potentials for the force 
perpendicular to the interface (e,- = e2) are 

<t>2 = (l-B)/2ir(Kl + l)rl (Al) 

+ = f(1 -A)Wrx + [(1 -A)Kl - ( 1 -B)K2] log (r, + x2 

- « 2 ) / 2 ) / 2 » ( K , + 1) (42) 

The potentials for the parallel force (ey- = e j are 

</>, = T/2-K («! + 1)/-, 013) 

02 = - ( 1 -B- T) (*, -IJ/liciKt + !)/-,(/•, +x2 - f 2) 

044) 
+ = I - [(1 -A)Kl +(1 -B-2T)K2]/2 

- ( l - ^ - r ) J 2 / / - 1 ) ( x 1 - | 1 ) / 2 7 r ( K l + l ) r 1 ( r 1 + ^ - ^ ) 

The resulting integral equations can be expressed in the form 

2 f 

"i9 = E L KJ{X> *)M*)rfS «A" »'=!, 2 045) 
; = i JDj 

where £>,, D2 are crack domains in the lower and upper 
materials, respectively. The kernel K\ is shown in equation 
(16) and the other kernel terms are given below: 

K\- /*! {[A(K1-3) + B(K2-3) + (KI + 1) 

K\ = 

7r(/q + l) 

-(K2~l)-2S(l+Kl)]/2r]+3[-Kl(l+A) + K2(l-B) 

+ 2S(1 + K1)]/2rl(r1 + x2-^2f - 3C-4{2 -Bx2) 

[1/r, + l/(r, +Jf2-f2)J/f?(i-, +Jf2-€2)J M6) 

{[A(K1-3) + B(K2-3) + (K2 + 1) 
7T(/C2 + 1) 

- ( K , - 1) + 2S(1 + K2)]/2r\ + 3[/c,(l - . 4 ) - K 2 ( 1 +B) 

-2S(1 + K2)]/2r,(r, - x 2 + ?2)2 + 3(£$2 - ^ 2 ) 

[1/r, + l/(r, - x 2 + ?2)]//-f(r, - x 2 + £2)) U7) 

* ? = -
M2 

i 1/r] - [2S(1 + K2) + 3B(«1 - 2/c2 + 3)]/2#i 
7T(K2+ 1) 

+ 3[\2Bx^2-B(3-K2)(K2-\)(x2+i2Y}/2r\ 

+ 3[A + 2S(l+K2) + BK2(K2+2)]/2r2(r2+x2 + £2)
2} (AS) 

where A = (IV, - / c 2 ) / ( l + ! > , ) . £ = ( T - 1)/(V + K2) 
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Laboratory-Scale Penetration 
Experiments into Geological 
Targets to Impact Velocities of 
2.1 km/s 
We obtained forces on 3.0 and 6.0 CRH, ogival-nosed projectiles penetrating a 
simulated geological target. A gas gun and a powder gun accelerated foundry core 
targets (a simulated soft sandstone) to steady velocities between 0.6-2.1 km/s, and 
the targets subsequently impacted 20.6 mm diameter penetrators. Rigid-body mo­
tions of the penetrators were obtained with laser interferometry and piezoelectric ac-
celerometers. At a penetration velocity of about 1.5 km/s, the 6.0 CRH nose shape 
exhibited severe, permanent deformation; whereas, the 3.0 CRH nose shape re­
mained undeformed for penetration velocities up to 2.1 km/s. 

Introduction 

Backman and Goldsmith (1978) and Zukas (1982) discuss 
many recently developed analytical and experimental methods 
used to study penetration mechanics. For metal perforation 
and penetration, laboratory-scale experiments play a domi­
nant role in the research required to understand penetration 
phenomena. However, experimental work on penetration into 
geological targets seems to be dominated by full-scale, field 
tests. Over the last two decades, Young (1969, 1971) and Pat­
terson (see Forrestal, Longcope, and Norwood, 1981) con­
ducted hundreds of instrumented, full-scale, field tests into 
soil, rock, and sea-ice targets. These penetrators usually con­
tained on-board recording systems and measured deceleration 
during the penetration event. To complement these full-scale 
test programs, we have recently devised some laboratory-scale 
experiments. Forrestal et al. (1984) used gas guns to perform 
reverse-ballistic experiments with simulated, geological 
targets. Piezoelectric accelerometers measured the rigid-body 
acceleration of several nose shapes for impact velocities be­
tween 0.2-1.2 km/s. Since current field data are limited to im­
pact velocities less than 0.6 km/s, laboratory-scale ex­
periments can provide time-resolved data for much higher im­
pact velocities. 

For the present study, we measured rigid-body penetrator 
motions with laser interferometry and accelerometers for im­
pact velocities from 0.6 to 2.1 km/s. As in our previous paper 
(Forrestal et al. 1984), the targets were foundry core samples 
made at the Sandia foundry. These targets had nominal densi­
ty 1.8 Mg/m3 and simulated many of the properties of the 

Contributed by the Applied Mechanics Division and presented at the Sym­
posium on Mechanics of Impact Fracture—Part II, Winter Annual Meeting, 
Miami, Fla., November 17-21, 1985, of the AMERICAN SOCIETY OF MECHANICAL 
ENGINEERS. 

Discussion on this paper should be addressed to the Editorial Department, 
ASME, United Engineering Center, 345 East 47th Street, New York, N.Y. 
10017, and will be accepted until two months after final publication of the paper 
itself in the JOURNAL OF APPLIED MECHANICS. Manuscript received by ASME 
Applied Mechanics Division, February 12, 1985. 

3.43 mm 

20.6 mm 

12.8 mm 

20.6 mm 

(c) (d) 

Fig. 1 Penetrator nose shapes: (a) 6.0 CRH; (b) tip-modified 6.0 CRH; (c) 
3.0 CRH; (d) overlay of (b) and (c) 

natural targets at the Sandia Tonopah Test Range, Nevada. 
For impact velocities less than 1.2 km/s, we used the Air Force 
Weapons Laboratory 102 mm bore (4.0 in.) gas gun; and for 
impact velocities between 1.2-2.1 km/s, we used the Sandia 
National Laboratories 89 mm bore (3.5 in.) powder gun. For 
impact velocities above 1.2 km/s, the penetrator accelerations 
approached the accelerometer capability (105 g); and for these 
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Fig.4 Post·test nose shapes: (a) top, 6.0 CRH; (b) middle, tip·modifled
6.0 CRH; (c) bottom, 3.0 CRH
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Fig. 2 Schematic for the powder·gun, reverse-ballistic experiments
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Fig.3 Rigid-body, velocity-time responses for the 6.0 CRH nose shape.
Impact velocities V = 1.25 and 1.77 km/s.

higher impact velocity experiments, rigid-body motions were
measured with laser interferometry (VISAR).

In our previous paper (Forrestal et a!., 1984), we performed
experiments to impact velocities of 1.2 km/s with two conical
nose shapes and a 6.0 CRH ogival nose shape made from a
tungsten alloy. For this study, we performed experiments on
the same nose material to impact velocities of 2.1 km/s on 3.0
and 6.0 CRH ogival nose shapes. At a penetration velocity of
about 1.5 km/s, the 6.0 CRH nose shape exhibited severe, per­
manent deformation. Brooks (1974) observed this same effect
in his study on penetration into metal targets and termed this
phenomenon the hydrodynamic transition velocity. By con­
trast, the 3.0 CRH no~e shape remained undeformed for
penetration velocities up to 2.1 km/s. In addition, we con­
ducted a few experiments with the nose shape shown in Fig.
lb. This nose has a 6.0 CRH shape except its tip has a blunted,
conical shape. The overlay in Fig. 1d shows that this tip­
modified 6.0 CRH nose shape has nearly the same geometry as
the 3.0 CRH nose shape. We hoped this design modification
would avoid the hydrodynamic transition that occurred with
the 6.0 CRH nose shape. However, several experiments in­
dicated negligible differences in the motion responses and the
hydrodynamic transition velocities for the 6.0 CRH nose
shape and the tip-modified 6.0 CRH nose shape.

Experiments

Reverse-Ballistic Experiments. Figure 2 illustrates the
reverse-ballistic experimental arrangement. Foundry core
samples, contained within hollow projectiles, were accelerated
to steady velocities, and the targets subsequently impacted
20.6 mm diameter (0.81 in.) penetrators. The Sandia Foundry
made the targets with nearly the same process as that used for
making molds for metal castings. This material is a mixture of
silica sand (90 percent by weight) and binder ingredients. After

the mixture is oven fired, the material resembles a low-density
cemented sandstone with nominal density 1.85 Mg/m3 and
porosity 30 percent. Triaxial material tests data for this
material are published (Forrestal et a!., 1984). As typical for
dry geologic materials, shear resistance increases significantly
with increasing confining pressure.

As shown in Fig. 2, polyurethane holders, designed to en­
sure normal impact and offer negligible axial constraint, sup­
ported the penetrators. Thin (0.25 mm, 0.01 in.) steel tubes
held the nose shapes forward of the polyurethane holders to
permit full-length' penetration of the foundry core targets
before the projectile struck the back of the holders. These
tubes were 246 mm (6.25 in.) long and were about nine percent
of the total penetrator masses.

For the powder-gun experiments (impact velocity greater
than 1.2 km/s), 69 mm diameter (2.7 in.), 121 mm length (4.75
in.) foundry core samples were contained in linen-phenolic
projectiles with aluminum base plates. The gas-gun ex­
periments used aluminum projectiles and 89 mm diameter, 89
mm length foundry core samples. At both facilities, impact
velocities were measured to within 0.2 percent accuracy with a
series of electrical contact pins.

Penetrators. The nose shapes shown in Fig. 1 were made
from a dense (18.7 Mg/m3

) tungsten alloy.l These shapes con­
sisted of a 6.0 CRH, a tip-modified 6.0 CRH, or a 3.0 CRH
section and a stepped-cylindrical section. As illustrated in Fig.
2, the thin (0.25 mm) supporting tubes were shrunk fit to the
nose shapes. All penetrators had 20.6 mm diameter after­
bodies and masses of about 0.22 kg. Figure 2 illustrates the
set-up for experiments that used laser interferometry to
measure nose responses. As previously mentioned, some ex­
periments were also conducted with piezoelectric ac-

~nnertium W-2, Kennametal Inc., Latrobe, Pa. 15650.
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celerometers.2 For these experiments the accelerometers were 
screwed into the back of the nose shapes (Forrestal et al., 
1984). 

Measurements. Rigid-body velocity and acceleration were 
measured with laser interferometry (VISAR) and ac­
celerometers, respectively. Laser interferometry' (VISAR, 
Barker and Hollenbach, 1972) was developed to measure time-
resolved motion of the back surface of shocked specimen. 
VISAR is a widely used precision tool for shock profile 
measurements. However, our experiments were concerned 
with rigid-body motions and the back surface velocity 
magnitudes were much lower than those for typical shock 

2PCB Model 305A, PCB Piezotronics Inc., Depew, N.Y. 14043. 

Table 1 Data summary for the 3.0 CRH ogival-nosed penetrators with 
cylindrical diameter 20.6 mm (0.810 in.); (GG = gas gun, PG = powder 
gun, A = accelerometer, V = VISAR) 
Impact 

Velocity 
(km/s) 

0.608 
0.704 
0.785 
0.895 
1.01 
1.14 
1.15 
1.46 
1.75 
2.11 

Target: 
Density 
(Mg/ra3) 

1.83 
1.83 
1.86 
1.85 
1.86 
1.84 
1-77 
1.35 
1.86 
1.84 

Facil ity, 
Measurement 

GG, 
GG, 
GG, 
CC, 
CG, 
CC, 
GG, 
PG, 
PG, 
PG, 

A 
A 
A 
A 
A 
A 
V 
V 
V 
V 

Penetrator 
Mass 

(kO 

228 
229 
229 
229 
228 
228 
217 
210 
220 
223 

Peak 
Acceleration 

(R) 

37,000 
44,000 
50,000 
57,000 
70,000 
73,000 
85,000 
138,000 
203,000 
256,000 

Peak 
Force 
(kN) 

82 
99 
113 
128 
158 
165 
181 
283 
440 
560 

Table 2 Data summary for the 6.0 CRH ogival-nosed penetrators with 
cylindrical diameter 20.6 mm (0.810 in.); (GG = gas gun, PG = powder 
gun, V = VISAR, O = ogival tip, C = conical tip) 

Impact 
Velocity 
(km/s) 

1.10 
1.25 
1.26 
1.41 
1.46 
1.46 

Target 
Density 
(Mg/m3) 

1.84 
1.85 
1.80 
1.81 
1.85 
1.84 

Facility, 
Measurement, 

Nose Tip 

CC, V, 0 
PG, V, 0 
PG, V, C 
PC, V, C 
PG, V, 0 
PC, V, 0 

Penetrator 
Mass 

<ks) 

214 
218 
219 
218 
223 
220 

Peak 
Acceleration 

(K) 

60,000 
72,000 
73,000 
83,000 
87,000 
92,000 

Peak 
Force 
(kN) 

127 
153 
156 
178 
190 
198 

wave studies. Therefore, for these relatively low-velocity 
measurements, we used an air-delay-leg VISAR (Amery, 1976, 
and Kusher et al., 1981) that was about five times more sen­
sitive than VISARs used for shock wave studies and provided 
3-5 fringes. Briefly, the interferometer provided a fringe 
signal with a fringe count proportional to the back surface 
velocity of the nosepiece. For the Argon-Ion laser and the 
delay length used for these experiments, each fringe cor­
responded to 0.031 km/s velocity change. Typical velocity-
time data are presented in Fig. 3. Details on the acceleration 
measurement are contained in our previous paper (Forrestal et 
al., 1984). 

Experimental Results 

Figures 4-6 and Tables 1 and 2 summarize the results of this 
study. The post-test photographs3 shown in Fig. 4 indicate 
clearly that the 6.0 CRH and tip-modified 6.0 CRH nose 
shapes exhibit severe, permanent deformations for impact 
velocities larger than 1.5 km/s. Brooks (1974) observed this 
same effect when he conducted experiments with 6.0 CRH, 
tungsten-alloy penetrators and AISI 4340 steel targets. That is, 

3We were not able to provide a soft catch for the penetrators. After impact, 
the penetrators interacted with a series of baffel plates. 
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in excess of a particular impact velocity the nose shape 
changed from essentially nondeforming to one that exhibited 
plastic flow. Brooks (1974) called this impact velocity, the 
hydrodynamic transition velocity. By contrast, the 3.0 CRH 
nose shape remained undeformed for impact velocities to 2.1 
km/s. 

We first conducted experiments with the 3.0 and 6.0 CRH 
shapes shown in Figs, la and lc. The tip-modified, 6.0 CRH 
shape shown in Fig. lb was designed with the intent of increas­
ing the hydrodynamic transition velocity. However, subse­
quent experiments showed that this tip modification had no 
measurable effect. Figure Id compares profiles of the 3.0 
CRH and tip-modified 6.0 CRH nose shapes. The close 
similarity of these shapes indicates that the hydrodynamic 
transition velocity is sensitive to small geometry changes in 
nose shape. 

Velocity-time profiles shown in Fig. 3 for the 6.0 CRH nose 
shapes provide additional information about the 
hydrodynamic transition velocity. The 1.25 km/s impact 
velocity was below the transition velocity, and velocity time 
was nearly linear after nose entry and before the end of travel 
through the foundry core target. However, the 1.77 km/s im­
pact velocity was above the hydrodynamic transition velocity, 
and the velocity-time profile exhibited a monotonic slope in­
crease after 40 LIS. This velocity-time profile suggests that the 
onset time for the transition from a nondeformable nose to a 
plastically deformed nose shape was 40 us. 

As previously discussed, rigid-body velocity and accelera­
tion of the nose shapes were measured with laser in-
terferometry (VISAR) and accelerometers, respectively. Most 
of the experiments were conducted at impacts below the 
hydrodynamic transition velocity. For these experiments, 
velocity response was a smooth rise for about the time of nose 
entry followed by a nearly constant slope. This slope was 
measured to obtain peak acceleration and used to calculate 
peak force. Details of the acceleration measurements are 
discussed in our previous paper (Forrestal et al., 1984). Brief­
ly, the rigid-body acceleration data show a smooth monotonic 
rise for about the time of nose entry followed by a nearly flat 
plateau. The magnitudes of the measured plateaus were used 
to calculate peak force. Tables 1 and 2 summarize the penetra­
tion data below the hydrodynamic transition velocity. 
Penetrator masses included the masses of the nose shape, sup­
porting shell (0.02 kg), and accelerometer (0.005 kg, when 
applicable). 

Peak force versus impact velocity data and quadratic fits to 
the data are shown in Fig. 5 for both the 3.0 and 6.0 CRH4 

nose shapes. The curve for the 6.0 CRH shape stops at V = 
1.5 km/s, the hydrodynamic transition velocity. Data for the 
tip-modified, 6.0 CRH nose shape (Fig. lb) are presented in 
Table 1, and these data show no measurable differences be­
tween the tip-modified 6.0 CRH and the 6.0 CRH nose 
shapes. It should also be pointed out that at V = 1.5 km/s (the 

Accelerometer data for the 6.0 CRH nose shape were taken from our 
previous paper (Forrestal et al., 1984). 

transition velocity for the 6.0 CRH nose shape), the force on 
the 3.0 CRH nose shape was 50 percent larger than that on the 
6.0 CRH nose shape. We have, at this time, no explanation for 
this observation. 

Data and linear fits to the data for the 3.0 CRH nose shape 
are also presented on a log-log plot in Fig. 6. Empirical models 
are widely used as predictive tools (Sliter, 1980), and these 
data can be described conveniently in the form 

F=KV" 

and AT = 148 and n = 1.18 for 0.61 < V < 1.14, A" = 134 and 
n = 1.98 for 1.14 < V < 2.11, andF, Vhave the units of kN, 
km/s. 

Discussion 

Over the last two decades, hundreds of instrumented, full-
scale, field tests into geological targets have been conducted. 
To complement these full-scale test programs, we have devised 
some laboratory-scale experiments that measure penetrator 
motion for impact velocities to 2.1 km/s. Since data for in­
strumented, field tests are currently limited to impact 
velocities of about 0.6 km/s, only laboratory-scale ex­
periments can currently provide time-resolved, velocity, and 
acceleration data for higher impact velocities. 
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The Transient Field Under a Point 
Force Acting on an Infinite Strip 
As a prelude to studying the transient stresses in a notched bar under impact, the 
transient stress and velocity field in the cross-section under a point force acting on 
one surface of an infinite elastic strip is examined. The point force is suddenly ap­
plied and normal to the surface. By transform methods, closed-form expressions for 
the transient field are obtained and used to study the multiple wave reflection pro­
cess noticeably affects the field. In particular, the normal stress on the cross-section, 
tensile for the most part before the arrival of reflections, subsequently becomes 
essentially compressive. 

Introduction 

Elastic wave propagation studies in layers give insight into 
the dynamic response of plates, beams, and columns. While 
time-harmonic wave studies are often sufficient, for situations 
involving impulsive loadings and the possibility of rapid frac­
ture, transient wave effects must be considered. Unfortunate­
ly, the mathematics of the multiple transient wave reflection 
processes which occur in layers and strips is complicated, so 
that asymptotic methods are often used, the results of which 
are accurate near wavefronts or for low or high-frequency 
waves (Keller, 1978). 

One important transient wave problem for a strip arises in 
studying the dynamic tear (DT) test, a standard experiment in 
which a mass impacts across the width of the unnotched side 
of a simply-supported rectangular notched bar, causing frac­
ture at the notch tip. Experiments (Nash and Lange, 1964) and 
rudimentary analysis (Brock et al., 1985) both suggest that 
fracture occurs after several wave reflections from the im­
pacted and notched bar surfaces reach the notch tip. Because 
their number is small, the effect of each particular reflection 
on the solution field may be important; however, asymptotic 
or time-harmonic wave methods, as well as numerical solution 
approaches such as the finite element method, often lack 
specific wave signal sensitivity. 

Thus, a nonasymptotic transient wave study of this test is 
needed. As a first step, it would be helpful to know what the 
stress field is in an unnotched bar in the cross-section under 
the impact load prior to the arrival of the wave reflections 
from the bar ends. It is this field which would be, in effect, 
removed by a notch. 

This paper idealizes this first step into the two-dimensional 
problem of finding the transient stress and velocity field in the 
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cross-section of an infinite strip underneath a suddenly-
applied point force (line load in the out-of-plane direction). 
The strip is linearly elastic, isotropic and homogeneous, and is 
at rest prior to the point force application. This problem has 
been treated previously (Achenbach, 1973) by a combination 
of transform and asymptotic solution techniques. The present 
analysis will also employ transform methods, but will obtain 
closed-form expressions for the transient fields in the cross-
section underneath the point force. These expressions are then 
studied, and illustrated graphically to indicate the field 
behavior. 

Problem Formulation 

Consider the infinite strip in the xy plane defined by 
\y\ <H, where 2H is the strip width. Prior to s = 0, where 

s = (dilatational wave speed) x (time), the strip is completely 
at rest. For s>0, a point force of magnitude Fis applied nor­
mal to the strip surface y = — H at x = 0, as seen in Fig. 1. The 
pattern of wavefronts thus generated are indicated 
schematically in Fig. 2 for the first few dilatational wave strip 
traversal times. The governing equations for the process are 

lyl=H:sx=0,y = H:sy = 0,y=-H:s = -F5(x ) (1) 

\y\<H: V2(«,y) 

du 

~bx 

dv 

l y ~ 
•)=/n2(«,ii) (2) 

J [ 
F 

2H 

y 
Fig. 1 Point force on strip 
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dv du 1 
9A: 

/ du dv \ • . / 

(^T-^r)+(/"2-2)(-
for s > 0 , while for s < 0 

ay 

~dy~ 

du 

~dx~ 
(3) 

(w,t;) = 0 (4) 

Here (u, v) are the (x, .^-displacement components and are 
functions of (x, y, s), V2 is the Laplacian operator, 8 is the 
Dirac function, ( ' ) denotes ^-differentiation, fx is the shear 
modulus, and (1, \/m) are the dilatational and rotational wave 
speeds nondimensionalized by division by the dilatational 
wave speed. Thus, m>l. In addition to (l)-(4), appropriate 
radiation conditions (Stakgold, 1968) must hold as Ixl —-oo. 

Transform Solution 

The problem is attacked by introducing the Laplace and 
Fourier transforms (Sneddon, 1972) 

G = Cg(s)e-p°ds, g* = C„gWe~"">xdx (5a,b) 

with respect to 5 and x, where p is real and positive while q is, 
in general, complex. Application of (5) to (2) in light of (3), (4) 
and the radiation conditions yields a pair of homogeneous 
coupled equations which can be solved to give 

U*=A epay + Be -pay + Cepby + De "pby 

V* = — (Be ~pay -A epay) + —(De ~pby - Cepby) 
iq b 

(6) 

(7) 

for \y\<H. Here (A,B,C,D) are arbitrary functions of (p,q) 
while 

a = V( l+? 2 ) , b = *J(m2 + q2) (8) 

where the branch cuts of (a,b) axe chosen so that Re(a,b) > 0 in 
the cut q plane. Application of (5) to (1) in view of (3), (4) and 
the radiation conditions yields 

\y I =H: S*xy = 0, y = -H: S*y = 0, y = -H: S*y = - — (9) 

where for \y\ <H 

1 
~~ Jxy 

dU* 1 
St, = - j - + ipq V, (S*x,S*y) 

ix ay ix 
/ dV*\ /dV* \ 

= m2 [ipqU*, ——J + (m2 - 2) (—— ,ipqU*\ (10) 

Substitution of (10) into (9) in view of (6)-(8) gives a matrix 
equation 

2abu + 

2aba_ 

Ta + 

Ta_ 

-laba_ 

-2«&a + 

Ta_ 

Ta + 

w+ 
r/3_ 

2g2(3+ 

2q2P„ 

_ F1 
ixp2 

-7]8_ " 

-w+ 

2g2/3_ 

2q2(3+ _ 

~0~ 

0 

0 

1 

~ A " 

B 

C 

D 

(11) 

for the functions (A, B, C, D) where 

T=2q2 + m2, S = 2a2-m2, 

4PA=— - ^ - W_(fi2_R+ +P2_R_)-'&q2aboL + ] (13) 

APC= 
F 2abq 

[P_(a2
+R+-a2_R„)-2T2(3+\ (14) 

ix p-
where (B, D) follow from (A, C) by interchanging the 
subscripts ( + ) and ( - ) , and 

P = Q\ -Q2, Q = R~shpH(a + b), Q+ =R + shpH(b~a) (15) 

R±=4q2ab±T2 (16) 

Here, R _ is the Rayleigh function, with zeroes at q = ± imR, 
where \/mR is the nondimensionalized Rayleigh wave speed, 
and mR>m>\. Indeed, since/) is real and positive, it can be 
shown that P itself has no zeroes along the Re(#)-axis. 

Subsequently, the stress and velocity field underneath the 
point force, i.e., x = 0, will be of interest. It is easily shown in 
view of (12)-(16) that the pertinent transforms for this field 
are 

pJL- pv* = aT[Qchp(bH- ay) - Q+chp(bH+ ay)] 
F 

+ 2aq2[Q+ chp(aH+ by) - Qchp(aH- by)] (17) 

~ p(S*x,S*y) = (S,-T)T[Q + shp(bH+ ay) + Qshp(bH- ay)] 
F 

+ (\,\)4abq2 [Q + shp(aH+ by) + Qshp(aH- by)] (18) 

Symmetry, of course, quarantees that (sxy, u) vanish along 
x=0. It should be noted that the expression corresponding to 
S* obtained by Achenbach (1973) does not agree with equation 
(18) because a function corresponding to Tappears in place of 
one corresponding to S, where S is defined in equation (12) 
along with T. It should also be noted that introducing the 
transformation y'=H+y and then allowing H—<x> ap­
propriately reduces equations (17) and (18) to the corre­
sponding expressions for the point force on an elastic half-
plane, i.e., Lamb's problem. 

Manipulation of Transforms for Inversion 

If the variable changes pq = £, p = iw are made in equation 
(15), then setting the factors Q+ ± Q of the denominator term 
P to zero gives the Rayleigh-Lamb frequency equations for, 
respectively, the antisymmetric and symmetric (with respect to 
y) vibrations of the strip. The asymptotic transient solution 
method described by Achenbach (1973) is based on knowing 
these frequencies, which can be found numerically by follow­
ing Mindlin (1960). 

The present analysis takes a more basic approach motivated 
by manipulations of equations (17) and (18) used in extracting 
the aforementioned Lamb's problem solution transform as a 
limiting case. First we write 

Q 1 1 Q+ 1 1 
2 — 2 = i 

P Q+-Q Q++Q' P 
Q+-Q Q++Q 

(19) 

e+±e=± 
R_ 

. (1-C± ) , C± 

= (a_l3_)2±r(^-a2_), R_r = R + (20) 

and then, sincep is real and positive, Re(a,b)>0 and P has no 
zeroes along the Re(q) axis, we write the terms 1/(1 -C±) as 
power series expansions in C ± . It is then easily shown that 
equation (19) can be rewritten as 

Q a„(3_ Q. a„,8 
- ^ - = - 2 — — n-. -¥J- = ?. — — 

P R„ 
•D+ (21) 

= e±PaHt p±=e±Pbh ( 1 2 ) Z)+=/+[ / -2*-2a_2 ( / + " -2*>/3„2 (»- ' ' ] , 

Equation (11) is readily solved to yield D~ =I'[r21 2(l + n-2k- !)/3. 2(«-0l (22) 
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« = 1 

2 * - : 

i (n+l)/2 

t = 1 "(#i-2* + 2)! 

c-iy-1/ 
,_, ( / - 1 ) ! ( 2 * - / - 1 ) I 

^00= D(«-i) iE 
n=\ k=l 

1 2* 
( - i y - ' / 

( « - 2 £ + l ) ! ,^-| (1-1)1(2*-/)! 

(23) 

(24) 

Here it is understood that the summation limits on k are trun­
cated to the nearest integer value, including zero, and that zero 
means that the term does not appear. 

Transform Inversion 

The inverse operation of equation (5b) is (Sneddon, 1972) 

2-7T 
(25) 

where, as implied by the discussion of P, integration for equa­
tions (17) and (18) can be taken along the entire Re(q) axis. 
Formal application of equations (25) to (17) in view of its sym­
metry with respect to q yields 

-^— V= -2ReJ ~ aT[D + chp(bH-ay) 
F R^ 

+ D~ chp(bH+ ay)]eipqxdq 

+ 4ReJ ~ aq2 [D ~ chp{aH + by) 
R — 

+ D+ chpiaH- by)]e'™xdq (26) 

where integration is now over the positive Re(<y) axis. Equa­
tions (12), (23), and (24) show that equation (26) can be inter­
preted as the sum of an infinite number of integrals of the 
form 

ReL°Y(?)e -p(a£ + by - iqx)dq (27) 

The parameters (£, rj) are linear combinations of (H, y), and 
the H coefficients are themselves linear combinations of the 
indices (k, /, ri). Moreover, it is easily shown that (£, »))>0. 

Following the Cagniard approach (deHoop, 1960), alternate 
integration contours in the q plane are now sought for each in­
tegral along which its exponential integrand factor assumes 
the form exp(— pf), t>0. The general properties of such 
Cagniard contours are well known (Brock, 1981), but explicit 
determination of the transformation q(t) which defines the 
contour is difficult for the form given in equation (27). For­
tunately, for the case x = 0 which concerns us here, it is easily 
shown that 

q(t)--
trj — ^T im-) -WK-S9 -]• 

7<0=V[^ + ( m 2 - l ) « 2 - i j 2 ) ] (28) 

where t>£ + mi}. Thus, the Cagniard contours for x=0 are 
simply parameterizations of the present integration path, 
where the / range (£ + wi),oo) corresponds to the q range (0, 
oo). Since equation (26) shows that the functions f(q) in equa­
tion (27) are purely real along this path, introduction of equa­
tion (28) into (27) yields 

gMt)]——dt, g(q) = 
h + mr, T(t) q 

(29) 

The Laplace transform of 5(s — t) is exp(— pt), so that the in­
verse of equation (29) is recognized as 

g[q(s)} 

<s) 
s>ti + mii (30) 

Thus, for x = 0, equation (26) becomes 

*-y-v = I+[E1(LH+y,0) + El(H-y,2H) 

+ E2(0,H+y) + E2(2H,H-y)} 

+ I-[El(H-y,0) + El(H+y,2H) 

+ E2(0,H-y) + E2(E2(2H,H+y)] (31) 
where 

2?,(«.ffl = K«,jS)2*- ,- / ' ( a , '3 ) s>t(a,P) (32) 

(33) 

(34) 

r(a,/3) ' 

r(a,(3) = r[q(aM, /,(«,|8) =fM<*M 

r(a,l3) = T(s), t{et,P) = k + mt) 

q(a,j3) = q(s), qRJx(q)= ~a2bT, RJ2(q) = 2a2bq (35) 

In equations (32)-(35), R± corresponds to / * while the 
parameters (a,j3) are manifested as 

I+:i = 2(l+n-2k)H+ct, •q = 2{n-t)H+& (36) 

I-:£ = 2(l + n-2k-V)H+a, r, = 2(n -l)H+ p (37) 

It should be noted that three special cases arise for the terms in 
equation (31): 

v = 0:q(s) = yf(z2-l), z>l (38) 

£ = 0:q(s) = J(z2-m2), z>m (39) 

H=r.q(s) = ^[-^(z2 + l-m2)2-\\ 

\—T{z2 + m2-\)2-m2\, z>\ + m (40) 

where z=s/£ inequation (38) and z = s/r\ in equations (39) and 
(40). For the special case (equation (38)), we have in equations 
(34) and (35) 

r, = 0:r(s) = V(s 2 -£ 2 ) , RJM 

= -a2T, RJ2(q) = 2a2q (41) 

while for the special case (equation (39)) 

£ = 0:r(s) = V(s 2 -™V)> RJM 

= -abT, R±Mq) = 2abq2 (42) 

Similar results hold for sx and sy along x= 0: 

- ^ sx = 7+ [El(H-y,2H) -Ex(H+yfi) 
F 

+ E2(2H,H-y)-E2(0,H+y)] 

+ I-[El(H-y,0)-El(H+y,2H) 

+ E2(0,H-y)-E2(2H,H-y)} (43) 

where in equations (35), (41), (42) we now have 

qRJM) = abST, RJ2(q)=-4a2b2q (44) 

R±Mq) = STa, RJ2(q)=-Aa2bq2 (45) 

RJM) = STb, RJ2(q)=-4ab2q2 (46) 

respectively, and the expression for sy follows by replacing S 
with - T and - 4 with 4 in equations (44)-(46), cf. equation 
(18). Although not now surprising, introducing the transfor­
mation y' =H+y and allowing H—co in equations (31) and 
(43) results in the corresponding Lamb's problem expressions. 

General Observations 

Equations (23) and (24) imply that the stress and velocity 
field along x=0 is described by an infinite series of E func-
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0 < s < 2 H 

2H<s<H + mH 

H+mH<s<3H 

3H<s<2H+mH 
Fig. 2 Wavefront patterns due to point force on strip 

tions. However, equation (32) shows that a given E function 
actually does not appear until a specified instant /(a,/3). 
Whenever a=H±y, /3 does not, and equations (36) and (37) 
show that t(a, P) assumes the form 

t{afi) = 2nlH+2mn2H+H±y>Q (47) 

where (nl, n2) are integers determined by /3 and the indices (k, 
I, ri). Similarly, whenever P = H±y, a does not, and we have 

t{u,P) = 2niH+2mn2H+m(H±y)>0 (48) 

Further examination of equations (36) and (37) in view of 
equations (31) and (43) shows that 

I+:nl+n2 = 2(n-k) + (l,0) (49) 

r:nl+n2 = 2(n-k)-l + {0,\) (50) 

for (H—y, H+y), respectively. That is, n1+n2 is an odd 
number whenever H—y appears in ?(a,|3), but even when 
H+y appears. In view of Fig. 2, then, equations (47) and (48) 
are clearly the times of arrival at a given y of, respectively, a 
dilatational and rotational wave, where H±y indicates that 
the waves are traveling, respectively, away from and towards 
the point force. 

Since 2H is the strip width, equations (47) and (48) also 
show that the waves are the «, +n2 reflections in reflection 
processes involving nx dilatational and n2 rotational waves. It 
follows that the special cases (equations (38) and (39)) arise 
when, respectively, equation (47) holds with n2 = 0, and equa­
tion (48) holds with nx = 0. That is, the reflection processes do 
not involve phase changes. 

Further study of equations (47)-(50) shows that the smallest 
two values of t(a,P), i.e., the first two wave arrivals, are 

7+ (£,): t(a,l3) = H+y, I+ (E2): t(a,0) = m{H+y) (51) 

This indicates that the reflection process described by the Ex 

and ^-function series arise from, respectively, the first dilata­
tional and rotational waves, see Fig. 2, generated by the point 
force application. Indeed, their arguments in equations (31) 
and (43) show that, no matter what the reflection history is, Ex 

and E2 always describe waves which are, at the instant, dilata­
tional and rotational, respectively. 

Finally, examination of equations (28) and (38)-(46) shows 

m = y 3 c d f q _ 

0.4 1.4 2.4 3.4 4.4 5.4 6.4 
s 
H 

Fig. 3 Stress and velocity field on strip cross-section under point force 

image source 

PS / surface 

(c) 
Fig. 4 (a) Schematic of dilatational wave reflection; (b) schematic of 
rotational wave reflection before separation; (c) schematic of rotational 
wave reflection after separation 
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that q[t(a,/3)] = 0 in general while r[t((x,0)] = 0 for the special 
cases (equations (38) and (39)) which, in turn, implies that the 
E2 function, i.e., rotational, waves are continuous at their 
wavefronts, while the Elt i.e., dilatational, fronts exhibit 
square-root singularities. 

In summary, the series expansions (equation (21)) allow the 
stress and velocity field along x = 0 to be written as superposi­
tions of the elastic waves generated by the multiple reflection 
process in the strip. This series approach is a standard (Carrier 
and Pearson, 1976) one in the solution of wave propagation 
problems. 

Numerical Calculations 

For insight into solution response features which are not ap­
parent from the forms of equations (31) and (43), these expres­
sions are plotted versus s/H for y/H = - 0.6 and m = V3 in 
Fig. 3. Important aspects of Fig. 3 are, however, best viewed 
in terms of the wavefront pattern shown in Fig. 2. The multi­
ple wave reflection process in Fig. 2 looks complicated, but 
essentially follows the scheme shown in Fig. 4: 

Imagine a cylindrical dilatational (P) wave nearing a stress-
free surface. As shown in Fig. 4a, the reflection of this wave 
by the surface generates a dilatational (PP) and rotational 
(PS) wave. The fronts of these waves can be defined in terms 
of the image of the P-wave source location and SnelFs law 
(Lindsay, 1960). Similarly, as shown in Fig. 4b, the reflection 
of a cylindrical rotational (S) wave generates a dilatational 
(SP) and rotational (SS) wave. Because the SP wave travels 
faster than the S and SS waves, however, its front will even­
tually become perpendicular to the surface and then separate 
from those waves. This separation, as seen in Fig. 4c, leads to 
the formation of head waves, in keeping with Huygen's princi­
ple (Lindsay, 1960). 

In view of Figs. 2 and 4, the various wave arrivals indicated 
by the letters in Fig. 3 are now easily identified as 

a: P wave from surface y=~H 
b: S wave from surface y= —H 
c: PP wave from surface y-H (reflection of P wave a) 
d: PP wave from surface y= —H (reflection of PP wave c) 
e: PS wave from surface y = H (reflection of P wave a) 
f: SP wave from surface y = H (reflection of S wave b) 
g: PP wave from surface y= —H (reflection of SP wave/) 

The wavefront behavior at the arrivals confirms the observa­
tions made above. It is of interest to note that the velocity 
wavefront singularities do not affect the general time response 
as noticeably as do the stress wavefront singularities. In 
general, however, Fig. 3 shows that the multiple wave reflec­
tion process in the strip does have an important effect on the 
stress and velocity field. In particular, the process guarantees 
that the stress state on the strip cross-section under the point 
force is, except for brief periods after some dilatational wave 
arrivals, compressive. On the other hand, the normal stress on 
the cross-section become tensile very rapidly after the first 
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wave arrival, and remains so until the arrival of dilatational 
waves generated by reflection. Thus, the cross-section is, for 
certain intervals, a good location for Mode I fracture. 

Summary 

Closed-form expressions for the fully transient stress and 
velocity field along the cross-section of an infinite strip under 
a suddenly-applied point force have been derived by standard 
transform and inversion techniques. The forms of the expres­
sions themselves represent the multiple wave reflection process 
which occurs because component wave contributions can in 
principle be identified. Moreover, they show that the 
wavefront behavior of either a dilatational or rotational wave 
is the same, no matter what its reflection history is. 

Calculations of the field expressions show that the normal 
stress on the cross-section is initially compressive, but rapidly 
becomes tensile before the arrival of wave reflections. Their 
arrival results in a generally compressive stress. This prereflec-
tion arrival behavior also seems to occur even when the strip 
contains a notch along the cross-section, as analytical results 
obtained by Brock et al. (1985) show. The effect suggests that 
the fracture plane becomes tensile without necessarily "know­
ing" that it is located in a strip of finite length. However, the 
results of Brock et al. (1985), are valid only until the arrival of 
the first wave reflections. Further study is obviously required 
to satisfactorily characterize the transient stress field at the 
notch tip. As indicated at the outset, it is planned that the 
results obtained here will be used in such a study. 
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Elastic Wave Scattering from an 
Interface Crack in a Layered Half 
Space Submerged in Water: 
Part I: Applied Tractions at the 
Liquid-Solid Interface 

In Part I of this two-part paper, the analytical solution of time harmonic elastic 
wave scattering by an interface crack in a layered half space submerged in water is 
presented. The solution of the problem leads to a set of coupled singular integral 
equations for the jump in displacements across the crack. The kernels of these in­
tegrals are represented in terms of the Green's functions for the structure without a 
crack. Analysis of the integral equations yields the form of the singularities of the 
unknown functions at the crack tip. These singularities are taken into account to ar­
rive at an algebraic approximation for the integral equations that can then be solved 
numerically. 

Numerical results in the form of crack tip stress intensity factors are presented for 
the cases in which the incident disturbance is a harmonic uniform normal or shear­
ing traction applied at the liquid-solid interface. These results are compared with a 
previously published solution for this problem in the absence of the liquid. In Part 
II, which immediately follows Part I in the same journal issue, the more realistic 
disturbances of plane waves and bounded beams incident from the liquid are 
considered. 

I Introduction 

Wave propagation in layered elastic media has been the 
focus of much work both in seismology and for nondestruc­
tive evaluation (NDE) applications. In much of this work, the 
layers are assumed to be perfectly bonded to each other. Struc­
tures are not always ideal however, and can contain flaws such 
as interface cracks or debonding between layers. One concern 
in NDE is the location and characterization of these regions of 
debonding. With this purpose in mind, in this paper, Part I, 
and the following one, Part II, we investigate the elastic wave 
scattering by a crack at the interface between a layer and a half 
space. Here we restrict the numerical results to the cases in 
which the incident disturbance is due to harmonic uniform 
normal or shearing traction applied at the liquid-solid inter­
face. In Part II we consider more realistic incident distur­
bances and obtain various scattered field results that are rele­
vant to fracture mechanics and NDE. 

In many ultrasonic NDE test facilities, the solid structure 
under investigation is submerged in a liquid, usually water. 

Contributed by the Applied Mechanics Division for presentation at the 
Winter Annual Meeting, Anaheim, CA, December 7-12, 1986, of the American 
Society of Mechanical Engineers. 

Discussion on this paper should be addressed to the Editorial Department, 
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itself in the JOURNAL OF APPLIED MECHANICS. Manuscript received by ASME 
Applied Mechanics Division, November 15, 1984; final revision June 10, 1985. 
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Two pressure transducers are located above the structure, one 
to create a wave beam that impinges on the solid surface and 
the other to detect the "reflected" waves. Therefore, the 
layered solid half space in the present investigation is in con­
tact above with a liquid half space. The incident wave and 
detected response are assumed to be in the liquid. 

In Achenbach et al. [1] and Keer et al. [2], the plane strain 
problem of scattering by a crack parallel to the free surface of 
a half space was considered. The structure considered here 
reduces to this case when the two materials are the same and 
the liquid is removed. Comparison in this limiting case with 
results in [2] has been used as one check on the results 
presented here. The corresponding antiplane problem was 
considered in Ryan and Mall [3]. 

The antiplane and plane strain problems of an interface 
crack between a layer and half space were investigated by 
Neerhoff [4] and Yang and Bogy [5], respectively. Reference 
[5] was also used as a check on the calculations of the present 
work. Due to space limitations many important details are 
omitted here. Readers interested in a more complete develop­
ment are referred to the Ph.D. Dissertation of Gracewski [6] 
on which these two papers are based. 

II Problem Formulation 

The two-dimensional plane strain structure to be considered 
consists of an elastic layer of thickness H bonded below to an 
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elastic half space (substrate) and in contact above with a liquid 
half space (see Fig. 1). The layer is perfectly bonded to the 
solid half space except along the region \x\ < a, where a 
stress-free crack of length 2a is located. We assume the crack 
faces remain traction free over the entire load cycle. In order 
to achieve this condition in reality the crack would have to be 
initially opened by a static preload or some other means, and 
our dynamical solution would be superposed on that initial 
state. Both solids are assumed to be isotropic, homogeneous, 
and linearly elastic and the liquid is compressible and in viscid. 

The density, longitudinal (dilatational) wave speed, and 
shear wave speed of the layer are denoted by p, cd, and cs, 
respectively. The wave speeds are related to the Lame con­
stants, X and jw, and Poisson's ratio v by 

cd=[(\ + 2n)/p]^ , cs = ^/Py\ 

cd/cs = [(2-2v)/{\-2v)Yn. 

Quantities referring to the substrate are distinguished by the 
addition of a prime (see Fig. 1). Quantities referring to the li­
quid have a subscript L. (Note that the dilatational wave speed 
in the liquid is simplified to cL instead of cdL. This will be the 
case for all variables associated with the liquid.) The cor­
responding wavenumbers are denoted by kL in the liquid, kd 

and ks in the layer, and k'd and k's in the half space. The 
wavenumber in the x direction, which must be the same for all 
regions, will be denoted by k. Using Snell's law, we can relate 
the (acute) angles between the wave vectors and the normal to 
the interface in terms of these wavenumbers by 

k = kL sin dL = kd sin 6d = ks sin 0S = k'd sin dd = k's sin 0's. (2.2) 

In plane strain, the displacement vector u and force vector f 
can be decomposed in terms of potentials as 

u= V</>+ VXife2 , f = V / + V x 6 e 2 , (2.3) 

with 

u = uxel+uze3 , f=fxel+fzei , 

and 

d d 
V = — e, + — e,. 

dx ' dz 
Then the stress-potential relations for the two components of 
the stress tensor T needed here become 

rzz = {X + 2^2,-2,[^^-\ , 
(2.4) 

r d2<p / aH dH\i T~ = T~ = 42^aT+U? w)\ ' 
where 

, a2 d2 

v = 1 
dx2 dz2 

In terms of these potentials, the equations of motion reduce to 
(\ + 2,x)V2<t>-p'<i>=-f , 

(2.5) 
n'v2\l/—p4>= —b. 

Appropriate boundary, interface, and radiation conditions 
must also be satisfied. The radiation condition denies scat­
tered waves propagating toward the interface in the substrate 
and in the liquid as well as interface waves propagating in 
from infinity. The boundary and interface conditions ex­
pressed in terms of stresses and displacements are 

Txz = 0,Tzz = Tg,anduz = u^atz = 0,-oo<x<oO, 

rXi = Txz,Tzz = T^z,ux = ux,anduz = u^atz = H,\x\>a, (2.6) 

TXZ = TXZ = 0andTZZ = r'zz = 0 a t z = H, \x\ <a. 

These conditions can also be expressed in terms of the 

Fig. 1 Liquid-solid layer-solid structure with an interface crack of 
length 2a with harmonic uniform normal or shear tractions applied at the 
liquid-solid interface 

potentials by using the stress-potential and displacement-
potential relations for plane strain in equations (2.3) and (2.4). 

Because of linearity, the principle of superposition can be 
used to reformulate the problem in a more convenient form. 
The total solution will be expressed as the sum of its incident 
and scattered parts, i.e., 

T = T7 + TS , u = u ' + u s . (2.7) 

The total field (no superscript) is defined as the solution of the 
problem formulated above subject to a given disturbance. The 
incident field (superscript I) is the solution corresponding to 
the given disturbance on a similar structure, but without a 
crack. And the scattered field solution (superscript S) is the 
difference between the total and incident solutions. The inter­
face conditions for the incident field are given by equations 
(2.6) with a = 0. 

The boundary and interface conditions of the scattered field 
can be written with use of the incident field and equations 
(2.6) and (2.7) as 

TS
XZ=0,T^Z=T^Z , and u% = uf at z = 0,- oo<x<oo, 

TSxz=T^z!T
s
zz = T^,us

x = u^,us
z=uz

satz = H, \x\ >a, (2.8) 

TIZ = T£ = - T £ Z and T£ = •/•;£ = -r'zzatz = H, \x\ <a. 

The solution of the scattered field problem will be considered 
next. 

Il l Reduction of the Problem to Integral Equations 

A dynamical generalization of Betti's reciprocal theorem 
for plane strain and steady harmonic motion can be stated as 

\\D(fA-uB~fB-uA)dA = jdD(TBuA-TAuB)-nds, (3.1) 

where the superscripts A and B distinguish between fields cor­
responding to two different sets of surface tractions and body 
forces (acting at the same frequency) and D is a region within 
the domain of the elastic body with boundary 3D and outward 
unit normal n. The quantity TU represents a vector with com­
ponents .Tytlj. 

To derive the integral equations for the scattered field on 
the cracked region, let the region D be bounded externally by a 
circle of radius R denoted by CR and internally by the contour 
Cs_ + £ ~ +CE + + £ + that encloses the crack, as shown in 
Fig. 2. Also let fields A and B correspond to the scattered field 
solution and to the Green's function solution on the un-
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Fig. 3 Contour of integration for the infinite integrals in equations 
Fig. 2 Domain to which the reciprocal relation (equation (3.1)) is (3.8) is along the real k axis but is considered as the limit of the path r as 
applied " approaches the real axis 

cracked structure, respectively. The derivation of this Green's 
function solution is given in Appendix B of Gracewski [6], 

In the layer, this choice of fields can be restated as 

fuA^,fA } = [us,fs,0}e~i<", 
(3.2) 

(u s ,T f l ,f s] = [uG",fG«,fG«)e-'a", 
where superscript G„ denotes the Green's function solutions 
resulting from the following loading cases 

n=\ f'=8(r~rp) , b=f=b'=0 , 

« = 2 b'=8{r-tp), S = / = / ' = 0 , 
- - - (3.3) 

« = 3 / = 5 ( r - r p ) , b = b'=f'=0, 
„ = 4 b = 8(.r-rp) , / = & ' = / ' = 0 , 

A prime or a L added to a variable denotes the corresponding 
quantity for the substrate and liquid, respectively, and a 
superposed bar denotes time reduced harmonic functions. 

With these fields so specified, the time-reduced form of 
equation (3.1) becomes 

Jta -f°- 'isdA = jdD(fG* u s - fsuG").iufe. (3.4) 

The superimposed bars will be eliminated in the following to 
simplify notation. 

Evaluating equation (3.4) as R — oo and e — 0, using the 
radiation condition and edge conditions at the crack tips, and 
defining 

ftus(x,H)]\ s lim u s - lim u s , 
Z~H+ z-H 

we obtain for zp-^H 

k2As(rp) = f_„ T ° 3 Qc,H;rp)lu
s(x,H)l '^dx, 

k2
sJ,s(rp) = r _ / ° 4 (x,H;rpm

s(x,H)l '^dx, 

and for zp^H 

^2</>'s(r/,) = l!_a
T°1 (x,H;rp)l\i

s(x,H)H'e3dx, 

kH's{rp) = \"_a
 T ° 2 (x,H;rp)U

s(.x,H)]k -^dx, 

(3.5) 

(3.6) 

(3.7) 

Substituting equations (3.6) into the stress-potential rela­
tions (equations (2.4)), we obtain expressions for the scattered 

field stresses TZZ(TP), r%z(rp), in the layer. Then evaluating these 
expressions along the crack and making use of the last two 
boundary conditions in equations (2.8), we obtain the integral 
equations 

-T'ZZ(XP,H)= j ° f l IK(jcMJrf* — j r eik^~^Kn{k)dk 

+ [" MiMdx — \ eik^-^Kl2(,k)dk, 
J -a 2-JT JT 

(3.8) 

-T'ZZ(XP,H)= j ° g \[uf(x)]\dx ^ - ^ eik^-xp->Kn{k)dk 

+ \" luHxBdx~\ eik^^K22(k)dk. 
J -a 2TT J r 

The contour T is defined by the Green's function solution and 
is shown in Fig. 3. The kernals K^k) are given in the 
Appendix. 

IV Analysis of the Integral Equations 

- Before the integral equations can be solved, the singularities 
at the crack tips have to be determined. First, the equations 
(3.8) are integrated by parts with use of the symmetry of the 
kernels to obtain for \xp I < a 

T'ZZ(XP,H) = 

i Ca d f °° K (k) 
—- ZufWRdx® " cos k(x-x„)dk 

ir J -a dx J o A: 

1 ra d P °° K (k) 
+ — H«3

s(jc)]]c?x(b , sin k(x-xp)dk 
IT J-a dX J 0 k p 

(4.1) 

T'XZ(XP,H) = 
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{ ca d C °° K (k) 
- r - luis(x)^dx® , sin k(x~x„)dk 

IT J-a dx J 0 k P 

i C" d 

7T J -a dx 
~ lu^xYkdx 

>Kn{k) 
cos k(x—xp)dk, 

where the symbol $°° has been used to denote that the contour 
of integration is the limit of the contour r in Fig. 3 as it col­
lapses to the positive real axis. 

To determine the singularities of the unknown functions, 
the kernels, i.e., the semi-infinite integrals, will be separated 
into regular and singular parts. It was found that the integral 
over any finite length will be finite and therefore the only 
singularity results because the integrand does not decay quick­
ly enough at infinity. 

Following Muskhelishvili [8], the singularities of the 
unknowns can be determined by examining the dominant part 
of equations (4.1). Erdogen et al. [7] show that for the one-
degree-of-freedom singular integral equation of the second 
kind, the solution has the form 

<j>(x) = <t>*(x)/(a2-x2)'< •KRe(y)<l, 

where 4>*(x) is a bounded continuous function that can always 
be represented by an infinite series. 

For the present case, the unknown functions have integrable 
singularities at the end points. Both unknown functions must 
have the same order singularity, and therefore they can be 
written as 

[/,(*) 

dx (a2-x2y 

1,2 

y = yR + iy, (4.2) 

0 < Y « < i 

Solving the dominant part of equation (4.1) for 7, we obtain 

where 

^ ( 1 - 2 0 - M ' ( 1 - 2 , ) 

ti(2-2v') + fi'(2-2v) 

which agrees with the interface crack tip singularity obtained 
by several authors for related static problems. 

The real part of 7 defines a square-root singularity, while 
the imaginary part results in an oscillating singularity. For the 
rest of this paper the material combinations will be chosen so 
that (3 is zero and only the square-root singularity will be con­
sidered. This puts the following restriction on the material 
parameters: 

—-rir- (4-5) 

Since many material combinations come close to satisfying 
this restriction, approximate results for many real materials 
can be obtained. Examples of such material combinations for 
which this condition can be considered to hold are given in 
Table I, as well as in [5]. 

After setting /3 = 0, substituting the derived form of the 
singularities into the integral equations (equations (4.1)), we 
obtain 

i C" t/,(x) L°°K,Ak) 
dx<$> — : — cos k(x-xp)dk (a2-x2Y 0 k 

fL iM^ "4;(^ .̂)si» *-*>* 

Table 1 

Material v 
Iron 0.28 
Nickel 0.31 
Water 

Values used for material parameters 

(g/cm3) 
7.7 
8.8 
1.0 

(km/s) 
5.72 
5.24 
1.48 

(km/s) 
3.16 
2.75 

(km/s) 
2.92 
2.55 

K2r u3(x) 1 
IT J -a (fl + M (a2-x2)'/2 x-xp

 dX 

r'xz(xp,H) = 

(4.6) 

•K J-a (a2-X2)U2 JO V k V P 

U,(x) 

IT J - a (fl 
dx 

'Kl{(k) 

(a2-x2)1/2 Jo k 

K2r U,{x) 1 

cos k(x—x„)dk 

•w J-a (a2-x2)1/2 x-xp 
dx. 

where 

tf2sdim Kn(k)/k. 

The additional constraints that arise from (4.2) and the fact 
that the points ± a are crack tips are 

U,(x) r Ufa 
J-« (a2-x (a2-x2Y 

dx = 0. (4.7) 

V Algebraic Approximation of the Integral Equations 

Before the equations are discretized, they first will be put in 
a nondimensional form convenient for the numerical calcula­
tions. For nondimensional parameters, we choose 

P 

p' 
PL-

H=-
H 

PL 

p ' 

x 

wH 

<-* 

5L t-jL 
a kR 

(5.1) 

where k'R denotes the substrate Rayleigh wave number. The 
dimensionless equations are similar in form to equations (4.6) 
and (4.7) and therefore they are not repeated here. 

In [7], Erdogen et al. show that singular integrals can be ap­
proximated using a Gaussian integration formula if the weight 
function of the polynomial used in the integration formula has 
the same form as the singularity of the unknown. Therefore, 
for a square-root singularity, the Gauss-Chebyshev quad­
rature formula should be used. 

The integral equations could be reduced to an n x n matrix 
equation by direct use of the Gauss-Chebyshev quadrature 
formulas. However, it is computationally more efficient to 
separate the equations into physically symmetric and anti­
symmetric pairs and take advantage of the corresponding 
mathematical symmetries to obtain two n/2 x n/2 matrix 
equations. For large n, the number of evaluations of the in­
finite integrals needed for the separated system of equations is 
approximately half that needed for the full system. Because 
most of. the computational time is spent calculating these in­
finite integrals, separating the system into symmetric and anti­
symmetric parts results in almost 50 percent savings in com­
puter time. 

The quadrature formulas are used to obtain the final set of 
algebraic equations, which can be solved numerically. For ex­
plicit expressions of these algebraic equations see [6]. 
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VI Calculation of the Stress Intensity Factors and 
Normal Displacement at the Liquid-Solid Interface 

The solution of the integral equations gives the derivative of 
the jump in displacements across the crack, d/dxr\[uf(x,.)][ at 
xr = cos(irr/«). By substituting these functions back into the 
integral expressions (3.6) and (3.7) after integrating by parts, 
the scattered field solution at any point in the solid can be 
obtained. 

For use in fracture mechanics, the important quantities are 
the Mode I and II stress intensity factors, which are defined in 
nondimensional form by 

K, =• 

Kn = 

K, 

Vop'c«2 

K„ 
'fap'c 

= lim [ 2 ( i - l ) ] I / 2 

= lim [2 ( i - l ) ] l / 2 l 7 
i - l 

, (*) ! . 

Ax)\. 

(6.1) 

Expressions for the stress intensity factors at the right crack 
tip can be determined by taking the limit as x— 1+ of the 
Cauchy integrals in the equations for the scattered field 
stresses, following [8]. The resulting equations are 

K, = l l 2 t / 3 ( l ) l , 
* -. (6.2) 

K„ = LSr2t/,(l)l, 

where C/,(l) can be calculated from the extrapolation formula 

'2n-V 
.. s in I I 

t//(l) = 
K^>-»] 

n . r (2 r - l ) ] 
- " , & ) • 

For NDE applications, the response of the receiving 
transducer is the quantity of interest. For this we obtain the 
normal displacement along the liquid-solid boundary, which is 
the only displacement component transmitted to the liquid 
since the liquid is assumed to be inviscid. Substituting equa­
tions (3.6) into the displacement-potential relation, and 
following a procedure similar to the calculation of the scat­
tered field stresses, we obtain for w£, at zp = 0, the result 

uHrp) = -
7T J - l 

" 5 , 
o l ZuUxftdxty„ - i f cos^k s ~ (x-xp)]dk 

(6.3) 

— J _, \LuUx)]\dx<§o -£• sm[k -g r - (x-xp)]dk, 

where Bl and B2 are defined in the Appendix. The integrals in 
equation (6.3) are not singular. Therefore, the equations can 
be immediately discretized using the quadrature formulas for 
regular integrals. 

VII Incident Field for Harmonic Normal or Shear 
Tractions Applied at the Liquid-Solid Interface. 

The incident field solution for the disturbances shown in 
Fig. 1 are obtained in this section. As stated in Section II, the 
incident field is the solution corresponding to the given distur­
bance acting on the uncracked structure. 

Expressions for the incident field tractions along the solid-
solid interface for \x\ < a are derived first. These are needed 
to define the boundary conditions for the scattered field. Also, 
the normal displacement along the liquid-solid interface (later 
added to the scattered field displacement to obtain the total 
displacement) is calculated. 

To simplify this calculation the x axis is taken along the 
solid-solid interface, with the Z axis vertically downward (i.e., 
Z = z—H). The potentials that satisfy the equations of mo­
tion for this case are simply 

Fig. 4 Mode I (K,) and Mode II (K„) stress intensity factors versus nor­
malized frequency for: (a) Normal traction on the upper solid surface; 

iron half space only; water-iron structure; (b) 
Shear traction on the upper solid surface, water-iron structure 

$ = (^eikdz + 4>e~ ikdz)e ~ '"• 

0 ' =(<j>'eikdz)e-'ul. 
(7.1) 

The displacement-potential and stress-potential relations 
reduce to 

d4> d24> 
, r z z = (A + 2 / , ) - ^ r . (7.2) 

dZ dz2 

And the boundary and interface conditions that must be 
satisfied are 

TZZ=A,e-'wt a t Z = -Hand - o ° < x < o o , 
(7.3) 

TZZ = TZZ, uz = u'z at Z = 0and - o ° < * < < » . 

Solving for the normal stress along the solid-solid interface, 
we obtain 

T Z Z = !—; e" 'w at z = H, (7.4) 

cos kdH—iK sin kdH 

where 

K = pkd/p'kd 

The vertical displacement on the upper surface is 

-iAx[{K-\)e>kdH + {K+\)e~>kdH] 
u7= e ' " 'a t 2 = 0. (7.5) 

2(X + 2/i)A:rf(cos kdH-h sin kdH) 
The analogous results for applied uniform harmonic shear 
loading, TxZ(x,z = 0)=A2e~i'», are 

'xZ-

where 

cosksH—iR sin ksH 

wz = 0 a t z = 0 

pks 

alz = H, 

P'ks 

VIII Numerical Results: Mode I and II Stress Inten­
sity Factors 

The parameters for the solution of the algebraic equations 
derived in Section V can be separated into three categories: 1) 
the structure dimensions, 2) the material parameters, and 3) 
parameters to describe the incident disturbance. There are two 
structure dimensions, the layer thickness H and the crack 
length 2a. In dimensionless form, these reduce to one 
parameter H = H/a. For all the results presented here, we 
have used H = 2. 

There are eight material parameters as shown in Fig. 1. In 
our nondimensional^ form, these reduce to seven 
parameters—p,pL, kd, ks,k'd, £;, kL. Both k'd and k's can be 
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• J r f O , 

represented as functions of v' alone. Because of this relation- r - [(k2 - 2k2)A + \6y2
dy

2
sk*} 

ship and the restriction given by equation (4.5), there are only x [ Ay y k 
five independent quantities which can be taken as v', v, p, pL

 d s 

and kL. To satisfy the equation (4.5), we have chosen material + 2k(k2
s — 2k2)2{CdCs - 1) j 

parameters, given in Table 1, that approximate nickel and ^ 
iron. In Part I we consider only the water-iron structure. For . , , 4 [~(k!2 -2k2)2 + 4y'dy'sk

21 
the normal or shear loading on the upper layer surface, Fig. 1, p s L 2k~ J 
unit amplitude is assumed so that the only additional 
parameter is the frequency. In nondimensional terms, this is oi f l(k2 - 2k2)3 - 8ydy

2t 
= uH/c'R. Xl 2 7 d 7 s 

The continuous curves in Figs. 4(a) show the Mode I and 
Mode II stress intensity factors for a normal harmonic loading 2 -,,,2-1/̂ 2 AiA\tn n n ! 
on an iron half space, without the presence of the liquid. The + ^ s ~ ^ s ~ ^ C < / C J ~ ^ j 
curves for both K, and Kn are normalized by the corre­
sponding static stress intensity factors. These curves are in PiP'k* Kk^2-2k2)2 + 4y'dy'sk

2\ 2 r.,2\n 
agreement with the corresponding curves in Figs. 4 and 5 of ~p 4 - -, L- \.~\ks - £k )<-^d^s 
[5]. The dashed curves in Figs. 4(a) show the effects of the li­
quid. The addition of the liquid reduces the peaks slightly as ^ 2 [(kp--2k2)-2y'dy's] 
some energy is evidently dissipated into the liquid. "•"•27rf7sW di+PLksks Ay y k 

For this normal loading, the Mode I stress intensity factor 
shows two peaks; one at o> = 1.5 and a weaker one at o> = 7.7. 
The Mode II stress intensity factor has peaks at <£ = 1.7 and o> 
= 5.8. Achenbach et al. [1] show that the frequencies cor- > .-
responding to the peaks in similar plots correlate well with Kn(k)= \p'k6

s[(k'2-2k2)2 + Ay'dy!sk
2\ 

resonances for simply-supported or clamped plates of length 
2a and thickness H. r- i^i _ 2k2)2 ~| 

The curves in Figs. 4(b) present the results for a harmonic 7sCrfS^H ^ — - j — CsSd 

shear loading applied at the interface of the water-iron struc- 4ydk 
ture. There are peaks at &> = 4.2 and o> = 6.0 for the Mode I ( 

stress intensity factor. For the Mode II stress intensity factor, + ipk2k^y!A 2{k2 - 2k2)2(CdCs - 1) 
the peaks occur at d> = 1.5, 4.2, and 6.9. 

[(kl - 2k2)2CdSs + 4ydysk
2CsSd]], 

IX Summary - rr— SdSs\ 
Kk2-2k2y + 16y2

sy
2

dk*} 

4ydysk
2 

\ 2 

4 7 * 7 ^ 
, „ „ - w , - - . j •, r r . ^ 

Keer, L. M., Lin, W., and Achenbach, J. D., "Resonance Effects for a , jth-l _ 2.k2\2(\ — C C w 
k Near a Free Surface," ASME JOURNAL OF APPLIED MECHANICS, Vol. 51, s s d j 

In this paper, the analytical solution for scattering by an in­
terface crack in a liquid-solid layer-solid substrate structure PjJ<^ks_ls_ ,,,2 _ 2k2)2C S +4 y k2C S 1 
has been derived. Numerical results have been presented for 4ysyLk2 s d s s d 

uniform normal and shear harmonic loading applied at the 
liquid-solid interface for the case of identical materials for the iPi,P'ks ... a _ r.,2\i , *„> >iA\r C 1 
layer and substrate. In Part II the results for plane waves and 4/0YL&2 d s\ 
bounded beams incident from the liquid onto the solid struc­
ture will be presented. The resonances observed here for the „ /• x _ P V f '/r6\(k'2 — 2k2Y 
uniform normal and shear harmonic loading will also be A L 
present in various strengths in the solutions to these more 
complex incidence disturbances. . , , /i,2il~( s ' r^ c , r^ c 

v + 4ydysk
2] ^ — ~ ^ — CdSs + ydCsSd 
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, pp'ikjk's\k
2-2k2)2

 r , 
+ 'A 71 hd7sCdSs + ydy sCsSd] 

+ PP' ik*k* [ydy sCdSs + ydy ^CsSd] 

, C[(k2-2k2) 
+ »2k^2 + ^A[-4ydyski 

-2(k2
s-2k2)HCdCs-l)] 

47,7^2] • J W \ 

+ ipPhKk* (k]+tyD K*? - 2k2)2c^s+^ydk
2cssd] 

yL 4y*k2 

P'Pik6A'2 

[ydy'sk
2
sk'2SdSs-ysydk

2K2CdCs 
4 7 L 7 S ^ 2 

- 2ik2 [(A:;2 - 2k2) - 2y.fr;] [(^2 - 2 f ) C A - 2ydy sCsSd]} 

i ip'2PLkl [{k'2-2k2)2 + 4y'dy^k2] 

P ^Llsk2 

[k2CdSs + ydysSdCs\. 

Kerna! Functions in Equations (6.3) 

ip'2k6
s 

B 
4yskA 

\(K2-2k2)2+4y'dy'k2} 

[(k2-2k2)Ss-2ydysSd] 

+ 2k;2ysyd(k
2
s-2k2)(Cs-Cd)}, 

oo'k^k'2 

+ A IA l / [ ( ^ ' 2 " 2k2) ~ 2y^] K*2 - lk2)2ss+*ydysk2sd] 
4yskA 

P'2k6
s 

'2 4k2A 

pp'KK2 

B-, = - ^ ^ - [(A:/2 - 2 k 2 ) 2 + 4y'dy'sk
2\\(k2

s -2k2)Cs + 2k2Cd] 

- iy'sK2 m -2k2)2Ss + 4ydysk
2Sd] 

4ysk
2A 

+ 2ysk
2(k2 - 2k2)\(k'2 - 2k2) - 2y'dy's}{Cs - Cd)}. 

The following shorthand notation for the trigonometric func­
tions has been used: 

Cd = cos(7 dH),Sd = sin(y dH),Cs = cos(y SH),SS = sinfo//) 

and 

y2
d = k2

d-k
2 , y2^k2-k2. 
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Elastic Wawe Scattering from an 
Interface Crack in a Layered Half 
Space Submerged in Water: Part 
II: Incident Plane Waves and 
Bounded Beams 
This is Part II of a two part paper which analyzes time harmonic elastic wave scatter­
ing by an interface crack in a layered half space submerged in water. The analytic 
solution was derived in Part I. Also numerical results for uniform harmonic normal 
or shear traction applied to the liquid-solid interface were presented. These were 
compared with previously published results as a check on the computer program 
used to obtain the numerical results. Here in Part II, additional numerical results are 
presented. Plane waves incident from the liquid onto the solid structure are first con­
sidered to gain insight into the response characteristics of the structure. The solution 
for an incident beam of Gaussian prof He is then presented since this profile approx­
imates the output of an ultrasonic transducer. 

I Introduction 
In Part I of this two part paper, the problem of elastic wave 

scattering by an interface crack in a liquid - solid layer - solid 
substrate structure (LSS) was formulated and solved 
analytically. The solution resulted in a set of coupled singular 
integral equations for the scattered field along the crack. A 
quadrature method was used to obtain algebraic equations 
which approximate these integral equations and numerical 
solutions of these equations for uniform harmonic normal or 
shear traction applied at the liquid-solid interface were given. 
In Part II, additional numerical results will be presented for 
more realistic incident disturbances. 

Figure 1 shows the two types of steady time-harmonic 
disturbances which are considered. The first is a plane wave 
incident from the liquid onto the solid structure at an angle 6L 

with the vertical. Plots of stress intensity factor versus nor­
malized frequency for this disturbance are analyzed to gain in­
sight into the response characteristics of the cracked structure. 
The second is a Gaussian beam again incident from the liquid 
at an angle 6L. This beam with a Gaussian profile approx­
imates a beam generated by a pressure transducer. For this 
disturbance, results for the displacement along the liquid-solid 
interface are given in addition to graphs of stress intensity fac­
tor versus normalized frequency. 
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Winter Annual Meeting, Anaheim, CA, December 7-12, 1986, of The American 
Society of Mechanical Engineers. 

Discussion on this paper should be addressed to the Editorial Department, 
ASME, United Engineering Center, 345 East 47th Street, New York, N.Y. 
10017, and will be accepted until two months after final publication of the paper 
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Applied Mechanics Division, November 15, 1984; final revision June 10, 1985. 
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(a) (b) 
Fig. 1 Incident disturbances considered: a) Plane wave incident from 
the liquid at angle 6L with the normal, b) "Bounded" beam with a Gaus­
sian profile. D is the offset distance of the beam center referred to the 
crack center and is positive when the beam is offset to the right of the 
crack. 

To solve the algebraic equations for the scattered field, the 
incident field stresses along the crack must first be known. 
Also, to obtain the total field displacements along the liquid-
solid interface, the incident field displacements are added to 
the scattered field displacements. Therefore in Sections II and 
III of this paper, the incident field solutions for the two cases 
considered will be derived. In Section IV, a discussion of the 
numerical techniques and limitations will be given. Finally, in 
Section V numerical results for each case will be presented. 

The notation used in this paper is explained in Part I. 

II Incident Plane Longitudinal Wave in the Liquid 

In this section, the incident field solution is derived for a 
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plane longitudinal wave incident from the liquid onto the un-
cracked solid structure at an angle 6L with the vertical. The 
longitudinal and shear wave potentials for zero body forces 
corresponding to this incident longitudinal wave in the liquid 
can be written in the form 

<j>L = {A2e^L^ + Be-^L^)e^kx^'''\ 

<j> = (C cos ydz + D sin ydz)ei{kx~""), 

t = (Ecosysz + Fsmysz)e'Vcx-a"), (2.1) 

4>' = Geiy'^z~H)ei<-kx~u''), 
J, ' _ /eijs(z - H) eKkx- uit) _ 

The upward propagating waves in the substrate are ruled out 
by the radiation condition. Substituting these potentials into 
the interface conditions (equations (2.8) of Part I with a = 0), 
we obtain a system of seven equations in terms of the potential 
amplitudes. These algebraic equations can then be solved 
simultaneously to obtain expressions for the coefficients B — I 
in equations (2.1). 

To calculate the stresses along the solid-solid interface, ex­
pressions for G and / must be obtained. For this purpose we 
used the symbol-manipulation program VAXIMA, which is 
the version of MAXSYMA [1] that was developed at U.C. 
Berkeley to run on the UNIX operating system. The results are 

^2 (PPiksk's r. , . ,2 .,-,,->„ 
^\r^yjc^[lyAk><-2k)s° 

+ 4iydysyik2Sd - 2ysk
2(k2 - 2k2)Cs 

+ 2ysk
2(k2-2k2)Cd] 

+ P'PLkpc? 

2ysk
2 

- *hdysysk2sd - ys(k
2 - 2k2w2 - 2k2)Cs 

-2ysk
2(K2~2k2)Cd}}> 

it R ^ f * 2 - 2k2)2S*+ 4i^k2Sd 

+ 2ydy s(k
2 - 2k2)Cs - 2ysy'M - 2k2)Cd] 

(2.2) 

'.ksks' 
W2-2k2)(ks-

2-2k2)Ss 
2ysk 

-2iydys(ks'
2-2k2)Sd 

+ 2ydys(k
2 - 2k2)Cs + 4ysydk

2Cd]), 

where A is defined in the appendix of Part I. 
The stress-potential relations are used to calculate the 

stresses along the solid-solid interface. After the differentia­
tions are performed with use of the form of the potentials, 
these relations become 

T;z(x,z) = n'[-2kyd4>'+(k?-2k2W], 

T'ZZ(X,Z) = -v.'{(K2-2k2W+2kytt'\. 

Substitution for the potentials from equations (2.1) and 
evaluation of the resulting expressions at z = H results in 

r'xz{x,z = H) = n'[- 2kydG + (A:;2 - tf)fle»>-', 

T^(x,z = H)= -ii'[(ks
f2-2k2)G + 2kys-I]ei(kx-"<K (2.3) 

where G and / are as given in equations (2.2). 
The normal displacement along the liquid-solid interface-

due to the reflected waves is 

dz 
(2.4) 

where B/A2 is the reflection coefficient. This reflection coeffi­
cient was derived in algebraic form and given in equation (22) 
of Bogy and Gracewski [2] and therefore will not be repeated 
here. 

Il l Gaussian Beam Incident From the Liquid 

In this section the incident field solution for a Gaussian 
beam incident from the liquid onto the uncracked solid struc­
ture at an angle 6L from the vertical will be derived. In a man­
ner similar to Brekhovskikh [3], we assume the form of the in­
cident potential in the liquid along the surface z = 0 to be 

0iinc(x,O) = F M e * 1 " ' ) . (3.1) 

For a Gaussian profile the amplitude is defined as 

F(x)=Aie-(x/wo)2, 

where W0 is the projection of the "beam half-width" on the 
surface z = 0. 

Because the incident beam is not simply harmonic in x, the 
solution can no longer be assumed harmonic in x as was done 
for the incident plane wave. Instead, a spatial Fourier 
transform will be taken with respect to the x direction. Define 
the Fourier transform as 

$(k,z)= \ <j>{x,z)e ikxdx, (3.2) 

where the path is shown in Fig. (3) of Part I. The inverse 
transform is then 

4>(x,z) --
1 

~2~i 
$(k,z)eikxdk. (3.3) 

Taking the Fourier transform of the incident wave potential 
we obtain 

*L..„Ak,0) --A^W^-Vi-rfWo'V^e- (3.4) 

Application of this Fourier transform to the homogeneous 
potential equations of motion yields 

(JL„ 
<dz2 + yd)nk,z)~- 0; y2

d -k\- k2, 

(-^ + y2)nk,z) = 0; y2 = k2
s-k

2. (3.5) 

Convenient forms of the potentials that satisfy the 
transformed equations of motion are 

* L = (A&ILZ +Be~i'1LZ)e-'ml, 

$ = (C cos ydz + D sin ydz)e~ 

¥ = (E cos ySz + F sin ysz)e~' 

$ ' = Ge*1'<i{-z~H)e~'at 

(3.6) 

where 

A = A-cfkWne^ki -k)2(W0/2)2\ 

which satisfies equation (3.4). 
Note the similarity of the potentials in equations (3.6) and 

(2.1). After the Fourier transform is applied to the boundary 
conditions and the potentials are substituted into the resulting 
equations, the final equations are identical to the system of 
seven simultaneous equations discussed in Section II for the 
incident plane wave solution. The expressions for G and / a re 
therefore identical to those in equations (2.2) with A2 replaced 
by A. 

The inverse Fourier transform must be applied to obtain 
solutions for the potentials as functions of * and z. First define 
the two transmission coefficients and the reflection coefficient 
as 

Td(k) = 
G(k) 

Wk)--
I(k) 

R(k) = 
B(k) 

A{k) ' ~SK"' A(k) ' "x"' A{k) 

After applying the inverse Fourier transform to $ L 

SF', we obtain for the potentials 

*Lrefl = ~T~\ A(k)R(k)em~',LZ)e~l'"dk> 

(3.7) 

, * ' , a n d 
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Fig. 2 Path for the numerical integration 

< / > ' = [ A(k)TM)e^x+y'^z~^e~-Mdk, 
2ir Jr 

^ ' = ( A{k)T'{k)ei(kx+'<s(z-H))e~i<»<dk. 
2-7T J r 

(3.8) 

Using these potentials and interchanging the order of dif­
ferentiation and integration, we obtain for the stress-potential 
relations evaluated at z = H 

T'XZ(.X,H) = -^-\}\T {-kyd)T'd{k)A{k)e^x-^dk 

+ [ (k^1 -2k2)T^k)A(k)e^x~^dk\, 

(3.9) 

r'zz{x,H) = -^~-{\T(k?-2k*)Td{k)A{ky«*~^dk 

+ l\ ky^WAWe^-^dk}. 

Use of equations (3.8) in the displacement-potential relations 
yields 

UL (x,0) = -^-\ (-iyL)R{.k)A{.k)e^x-^dk (3.10) 

for the normal displacement along the liquid-solid interface. 

IV Numerical Techniques and Limitations 

The solution of the discretized equations derived in Part I of 
this paper consists of two parts: evaluation of the matrix and 
vector elements and solution of the resulting matrix equations. 
The matrix equations are solved using a method- based on 
elimination and back substitution. This part of the computa­
tion takes only a fraction of the total computer time and does 
not introduce any significant numerical inaccuracies. Evalua­
tion of the matrix elements involves the evaluation of the in­
finite integrals. To calculate the infinite integrals numerically, 
the location of the branch cuts and poles along the real axis 
must first be determined. 

The branch points result from the multivalued square-root 

(b) 

(c) 

(d) 

(e) 

Fig. 3 Mode I and Mode II stress intensity factors versus normalized 
frequency for a plane wave incident from the water onto an iron layer-
iron half space structure for various values of incident angle 0L 

quantities y'd ys' and yL and occur at k = ± k'd, ± k's, ± kL. 
In the derivation of the Green's function solution, branch cuts 
were chosen extending into the first or third quadrants begin­
ning at the positive and negative branch points, respectively. 
The path of integration for the infinite integrals was chosen so 
that it would not cross these branch cuts. 

Poles correspond to interface waves. For each combination 
of materials we find one root on the real axis that corresponds 
to a wave at the liquid-solid interface with a velocity slightly 
less than the longitudinal wave speed of the liquid. For a liquid 
on a homogeneous solid half space, this interface wave is 
sometimes referred to as a Stoneley wave [3] since the Stoneley 
wave equation reduces to this result when one material is a li­
quid. Poles corresponding to the leaky Rayleigh-like and 
Lamb-like waves are all off the real axis in the first and third 
quadrants. No roots were found in the second or fourth 
quadrants for the materials considered. 

Only the Stoneley wave pole is on the integration contour. 
Since there are no poles in the fourth quadrant, the integration 
path for the semi-infinite integral can be deformed so that it 
goes around this pole, as shown in Fig. 2. The values of pi and 
p2 which define this contour are chosen to minimize computa­
tion time for a given accuracy requirement. 

Sources of error in the computation include the discretiza­
tion of the integral equations, the numerical calculation of the 
infinite integrals, and the round-off error that occurs in all 
calculations. For any finite n, the algebraic equations are only 
an approximation of the integral equations. We found that 
eight points along half the crack gave results that were ac­
curate to about four significant figures. The accuracy of the 
infinite integrals is checked by changing the contour of in-
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Fig. 4 Mode I and Mode I! stress intensity factors versus normalized 
frequency for a plane wave incident from the water onto a layered struc­
ture (a) eL = 0.0 deg; (b) 9L = 5.0 deg 

tegration and by adding more points along the path of 
integration. 

Computer round-off error becomes significant in the 
evaluation of the kernels and of the other infinite integrals on­
ly in certain regions of the complex k plane. Overflow errors 
occur for values of k close to the Stoneley wave pole and for 
values of k with large imaginary parts. Also, we found that for 
values of k with large real parts, these kernel functions become 
inaccurate. The calculation of the kernels is inaccurate even 
using double precision, for Re(£)>100, because the 
magnitudes of the terms within each function increase as the 
limit of their combination decreases to zero. Round-off error 
is minimized by choosing the integration contour to avoid 
these regions. 

V Results and Conclusions 

The independent material parameters and structural dimen­
sions were discussed in Section VIII of Part I. We again 
choose H=2.Q and material parameters that approximate 
nickel and iron as given in Table 1 of Part I. The three com­
binations used are a nickel layer on an iron substrate, an iron 
layer on a nickel substrate, and the case where both the layer 
and half space are iron. The liquid is water in all cases. 

Two additional independent parameters are introduced by 
the incident plane wave shown in Fig. 1(a). These are the non-
dimensional frequency o> and the incident angle 8L. The two 
other parameters, the beam half-width W0 and the horizontal 
distance from the crack center to the beam center D are in­
troduced when the Gaussian beam is considered, Fig. 1(b). In 
dimensionless terms these can be written as W0 = W0/a, 
D = D/a. Therefore, at most four parameters are introduced 
by the incident disturbance if unit amplitude is assumed. 

In Figs. 3 and 4 the left column of plots shows the Mode I 
stress intensity factor K, versus o> and the right column of 
plots shows the Mode II stress intensity factor K„ versus o> for 
the crack tip at x= 1.0. The range of u used is from 0 to 9. 

Figures 3(a)-(e) show the two stress intensity factors for 
plane waves incident from the water onto the iron layer-iron 
half space at various angles (case (a) in Fig. 1). The resonances 
that occur in this case appear to be combinations of the 
resonances that occur for incident shear and normal tractions 
as found in Part I. 

In Fig. 3(a), results are presented for incident angles be­
tween 0L=O.O and 7.5 degrees. The continuous curves are 
identical to the dashed curve in Fig. 4(a) of Part I. The first 
peak in K, is almost independent of incident angle for this 
range of angles. The second peak decreases as the angle of in­
cidence increases. Also a dip appears between oi = 6.0 and 
o> = 7.0. 

The curves for the Mode II stress intensity factor in Fig. 3(a) 
are more strongly dependent on the incident angle for this 
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Fig. 5 Mode I and Mode II stress intensity factors versus normalized 
frequency for a beam with Gaussian profile incident from the liquid at 
the Rayleigh angle, 0L = 30.42 deg, with IV0 = 20.0 and for various values 
of D 

range of incident angles. For 6L=0.0 degrees, only the two 
peaks displayed in Fig. 4(a) of Part I for the normal loading 
appear. As the angle increases, peaks also appear at the same 
values of & as they did for the shear loading case (shown in 
Fig. 4(b) of Part I). In this range of incident angles, the peaks 
corresponding to the shear loading case become more domi­
nant as the angle increases. 

The results presented in Figs. 3(6) represent a continuation 
of Fig. 3(a) to higher incident angles between 6L = 10.0 deg 
and the longitudinal critical angle 6L = 15.0 deg. The curves 
for 6L = 10.0 deg and 6L = 12.5 deg are similar to the curves in 
Fig. 3(a) for nonnormal incidence, but the solution for an inci­
dent wave at 6L = 15.0 deg does not follow this pattern. For 
the Mode I stress intensity factor, the first peak shows a slight 
increase, and a pronounced second peak occurs at o> = 5.9. 
This is close to the value of o> of the second peak of K, for a 
shear loading as shown in Fig. 4(b) of Part I. This curve also 
shows a slight bump at a> = 7.5. The curve in Fig. 3(b) for Kn 

at the longitudinal critical angle of 0L = 15.O deg has, in 
general, a much smaller magnitude than the curves for angles 
below this critical angle. Also the strength of those peaks iden­
tifiable with the shear harmonic loading becomes much less at 
this angle. 

Figures 3(c) show additional results for the incident angles 
0L = 15.O, 17.5, and 20.0 deg. The continuous curves, cor­
responding to 0L = 15.O deg, are identical to the dot-dash 
curves of Fig. 3(b). Peaks occur in each Kl curve in Fig. 3(c) at 
values of o>= 1.5, 5.8, and 7.7, but the relative magnitudes of 
the peaks do not keep the same order. The corresponding 
curves in Fig. 3(c) for Kn in this range of incident angle are 
more complex and change radically as the angle changes. No 
general statement can be made regarding these curves. 

In Fig. 3(d), the incident angles vary between 8L =20.0 deg 
and the shear critical angle, 6L =27.9 deg. Peaks occur at the 
same three values of o> in all the curves for the Mode I stress 
intensity factor. As in Fig. 3(c), the relative magnitudes of 
these peaks do not maintain fixed ordering. The first peak 
decreases as the angle increases, up to 0L=26.O deg, but is 
strong again at the shear critical angle. The magnitude of K, at 
this critical angle for & > 4 is less than one fourth of that for 
the angles between 20.0 deg and 26.0 deg. The magnitude of 
the Mode II stress intensity factor in Fig. 3(d) monotonically 
increases with angle for this range of incident angles. Three 
peaks occur at about the same values of Gi for which Ku 

resonances occur in Fig. 4(b) of Part I for the shear loading. 
Comparing the responses of Kt and K„ at the shear and 
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Fig. 6(a) Real (• ~) and imaginary (- -) parts of the scattered 
field normal displacement versus normalized distance #x along the 
liquid-solid interface for a Gaussian beam incident from the water onto 
an iron layer-iron structure with W0 =20.0, u = 0.6, and 0L =30.4 deg 

20 0 20 40 60 

Fig. 6(b) Total field intensity versus normalized distance x along the 
liquid-solid interface for a Gaussian beam incident from the water onto 
an iron layer-iron structure with W0 =20.0, & = 0.6, and $L =30.4 deg 

longitudinal critical angles, it is evident that at the shear 
critical angle more energy is going into shearing the crack 
whereas at the longitudinal critical angle, more energy is going 
into pulling the crack apart. This indicates that the best inci­
dent angle for testing shear and normal bond strength may be 
the shear and longitudinal critical angles, respectively. 

Finally in Fig. 3(e), the incident angle increases from the 
shear critical angle of 27.9 deg to the Rayleigh critical angle of 
30.4 deg. The level of the first peaks in both the Mode I and 
Mode II stress intensity factors increases by an. order of 
magnitude in this range. At the Rayleigh angle, the incident 
field stresses decay exponentially with depth, and become 
negligible within a few wavelengths below the surface. 
Therefore, one would expect a strong decrease in the scattered 
field, and hence in Kt and K„, as to increases, as shown in Fig. 
3(e). 

In Figs. 4(a), (Jb) the stress intensity factors for the water-
iron-nickel structure (dashed) and water-nickel-iron structure 

Fig. 7(a) Same as Fig. 6(a) except for W0 = 20.0 and 6 = 1.2 

20 40 60 

Fig. 7(b) Same as Fig. 6(b) except for W0 = 20.0 and a = 1.2 

(dot-dashed) are compared with the results for the water-iron-
iron structure (solid). The incident disturbance is a plane wave 
with incident angles of 0.0 and 5.0 deg, respectively. For both 
Kx and Ku, the water-iron-nickel structure has slightly higher 
resonance frequences and the water-nickel-iron structure has 
slightly lower resonance frequencies than those for the water-
iron-iron structure examined in Fig. 3. The amplitudes also 
vary with the material parameters. 

Figure 5 shows the two stress intensity factors at x— 1.0 for 
a Gaussian beam (the case in Fig. 1(b)) incident from the water 
at the Rayleigh critical angle, 6L = 30.4 deg, onto an iron-iron 
structure as the beam is moved across the crack. The dimen-
sionless beam half-width is Wo = 20.0 for all cases. The max­
imum scattered field response occurs at the frequencies that 
correspond to maximum heights in these graphs. A com­
parison of these graphs for the range of crack sizes of interest 
could be used to predict the range of frequencies that will give 
the maximum response in an NDE test. 

The beam is centered on the crack for the continuous curves 
in Fig. 5(a). The dashed and dot-dash curves in Fig. 5(a) cor­
respond to an incident beam that is displaced 10 and 20 crack 
half-lengths, respectively, past the crack center. As expected, 
the magnitude of the response decreases as the beam center is 
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moved away from the center of the crack. The peaks in the 
curves remain at the same frequencies. 

Figures 5(b) and 5(c) present the results for the incident 
Gaussian beam for various beam positions ahead of the crack. 
In Fig. 5(b), D varies from 0.0 to -20 .0 while in Fig. 5(c), D 
varies from -20 .0 to - 100.0. Again, the continuous curve in 
Fig. 5(b) corresponds to an incident beam centered on the 
crack. The magnitude of all peaks in both K, and Kn increase 
until D= -20 .0 . Above this value the profiles of the curves 
begin to decrease. 
^ In Fig. 5(c), the continuous curve corresponds to 

D = - 20.0. The first peak in K, for D = - 30.0 is greater than 
the corresponding peak for D= -20 .0 . All other peaks for 
Z5=-30 .0 have smaller magnitudes than those for 
D= -20 .0 . As the incident beam moves farther away from 
the crack, all peaks decrease; however the second peak 
decreases faster than the first peak in both K, and Ku. 

Figures 6 and 7 show the response at the liquid-solid inter­
face due to an incident Gaussian beam for various values of 
the parameters W0, & and D. Part (a) of each figure shows the 
real and imaginary parts of the scattered field normal displace­
ment along the liquid-solid interface. Part (b) of each figure 
shows the total reflected field intensity profile along the 
liquid-solid interface. These figures present results for fre­
quencies u = 0.6 and o>=1.2, respectively, and beam half-
width W0 = 20.0. Each figure contains nine graphs that corre­
spond to nine values of the beam off-set D ranging from 
- 5 W0/2 to 3 W0/2, at equal increments. 

In plots of the scattered field normal displacements, the 
largest peaks occur near the crack center. The heights of the 
peaks increase as D increases from D = -5W0/2 and reaches a 
maximum for D in the range Wo/2<D<0. After this max­
imum height is reached, the heights of the peaks decrease as D 
increases, becoming almost zero at D = 3W0/2. The 
magnitudes of these peaks also depend on d> and W0, with the 
largest response occurring for w = 1.2, W0 = 20. 

These figures show that the oscillation to the right of the 
location of the crack has a wavelength equal to the Rayleigh 
wavelength, which can be expressed as 

\R = 2wH/w 

in nondimensional form. The magnitudes of the peaks of this 
oscillation slowly decay as the distance from the crack in­
creases, therefore we conclude that the oscillation is the result 
of forward scattered leaky Rayleigh waves. The oscillations to 
the left of the crack also have the same wavelength, so they 
must be the result of a back-scattered leaky Rayleigh wave. 
This back-scattered leaky Rayleigh wave has smaller 
magnitude than the forward scattered wave. The oscillations 

become less smooth at large distances from the crack, in­
dicating some numerical inaccuracy in this region. 

In part (b) of Figs. 6 and 7, the total field intensity at the 
liquid-solid interface plotted against x is given for the 
parameters corresponding to each graph in part (a) of these 
figures. The total field intensity is calculated using the expres­
sion 

The curve corresponding to D=1W0/2 in each of these 
figures essentially shows the response in the absence of the 
crack, since for this value of D, the effect of the scattered field 
is negligible. 

The plots of intensity in Figs. 6(b) are affected by the scat­
tered field only by the addition of a small bump above the 
'location of the crack. This bump has the largest magnitude 
when the Gaussian beam is centered above the crack (D = 0.0). 

In Figs. 1(b), the bump again appears above the location of 
the crack, but at this frequency the bumps are larger than the 
corresponding bumps in Figs. 6(£>). Also, the forward scat­
tered and back-scattered leaky Rayleigh waves are large 
enough in amplitude to affect the intensity profile. 

The graphs of total field intensity show the response that 
would affect a transducer that is on the upper solid surface. 
The effect of the crack on the total field intensity is greater for 
some values of the parameters than for others. Graphs of this 
type could be used to predict the response of a transducer for a 
certain structure and crack size or to predict whether a crack 
of a certain length will be detected by a transducer. Com­
parison with experimental data is needed to determine how 
close this model approximates an actual NDE test. 

Results given here are for a limited range of the parameters. 
More work needs to be done to categorize results for other 
material combinations, thickness-to-crack-length ratios, and 
incident beam widths. This analysis could also easily be ex­
tended to other incident disturbances. The amount of com­
puter time required to obtain this kind of result is not inconse­
quential, however. For example, about nine hours of CPU 
time on a VAX 11-780 was required to produce each of Figs. 6 
and 7. 
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Mechanics of Fatigue Damage and
Degradation in Random Short­
Fiber Composites, Part I-Damage
Evolution and Accumulation

Cyclic fatigue damage in random short-fiber composites is studied experimentally
and analytically. In the experimental phase of the study, the fatigue damage is
observed to involve various forms of microcracking, originated from microscopic
stress concentrators in the highly heterogeneous microstructure. In the analytical
portion of the study, a probabilistic treatment of the microcracks is conducted to
evaluate the statistical nature of the microscopic fatigue damage. The density and
the cumulative distribution of microcrack lengths are found to follow the well
known Weibull-form function, and the microcrack orientation density and
cumulative distribution have expressions of a fourth-order power form of the cosO
function. Fatigue damage evolution and accumulation in the random short-fiber
composite are analyzed in detail through the development of probabilistic
microcrack density and distribution functions during the cyclic loading history.

1 Introduction

Recent advances in basic science and manufacturing
technology of high-modulus, high-strength fibers and
polymers have made short-fiber composites attractive
materials for engineering applications due to advantages in
processibility, high-volume production, parts consolidation,
lowering tooling costs, and increased flexibility in design. The
short-fiber composite, for example, the sheet molding com­
pound (SMC) now being considered for automotive structural
parts (Heimbuch and Sanders, 1978; Riegner and Sanders,
1979; Riegner and Hsu, 1982), is anticipated to experience
repeated loading during service. Thus, clear understanding of
the fatigue behavior is essential in the proper use of the com­
posite material. Specifically, quantitative information on
damage evolution and accumulation, and accompanying
property degradation is necessary in the analysis, design and
life prediction to insure structural integrity and reliability.

Owing to the inherently heterogeneous microstructure of
the random short-fiber composite, various kinds of
microscopic stress concentrators such as fiber ends, fiber­
matrix interfaces, filler material, and process-induced defects
play important roles in fatigue failure. In conjunction with
relatively weak strengths of the resin matrix and the fiber­
matrix interface, the microscopic stress concentrators in-
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Fig. 1 X·ray radiograph 0' a random short·flber SMC composite (with
1.5 percent high.lead-content glass IIbers and without CaC03 fillers)

troduce cyclic fatigue damage of various forms such as fiber­
end cracking, interface debonding, matrix cracking, and
separation of inclusions from the matrix. As will be discussed
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Fig. 2 (a) Short-fiber SMC-R50 composite fatigue specimen and a 
sampling line, /, for damage evaluation; (b) definitions of microcrack 
length, 2c, and orientation, 0, along the sampling line 

later, for most part of the fatigue life, the microcracks 
distribute uniformly in the composite due to the random fiber 
orientation and the microstructure. Thus, the damage can be 
viewed as being macroscopically homogeneous. The state of 
the homogeneous damage is generally affected by loading 
parameters, material variables, and environmental conditions. 
Direct consequences of the homogeneous fatigue damage are 
loss of structural integrity and destruction of load-transfer 
mechanisms. Hence, appreciable changes in macroscopic 
structural responses such as material stiffness (Riegner and 
Sanders, 1979; Riegner and Hsu, 1982) and vibrational 
characteristics (Gibson et al., 1981) are commonly observed. 
Nonhomogeneous damage generally occurs at the final stage 
of fatigue failure through microcrack coalescence to form 
macroscopic cracks, leading to nonuniform deformation, 
crack growth, and final fracture. 

In the huge volume of literature dealing with fatigue 
problems of fiber composites, most of them are concerned 
with continuous-fiber composites, for example, Broutman 
and Sahu (1969), O'Brien and Reifsnider (1977), Stinchomb 
and Reifsnider (1979), DiBenedetto and Salee (1979), Hert-
zberg and Manson (1980), and Hahn (1979). Research on 
fatigue damage and property degradation of short-fiber com­
posites has not been extensive due to late entry of this class of 
materials and the complex nature of their microstructures. 
Denton (1979) has characterized fatigue properties of a short-
fiber SMC-R50 composite, and obtained S-N curves at dif­
ferent temperatures with modulus decay being noted at 
various stress levels. Mandell and Lee (1982) have observed 
matrix damage in several short-fiber composite systems under 
static and fatigue loading. Wang and Chim (1983) have 
studied fatigue degradation in a random short-fiber composite 
and identified various forms of damage mechanisms. Effects 
of these microcracks are determined experimentally through 
the change in material stiffness, and an empirical fatigue 
damage-growth law is established. 

In this research, homogeneous fatigue damage in a random 
short-fiber composite subjected to cyclic tensile loading is 
studied in detail. The basic nature of damage development, 
fundamental to the understanding of cyclic degradation and 
failure behavior, is discussed. In the next section, an ex­
perimental program is conducted first to provide information 
on microcrack ini t iat ion, growth and associated 
characteristics for the subsequent analysis. A probabilistic 

treatment of density and cumulative distributions of 
microcrack lengths and orientations is discussed in Section 3. 
Results obtained from the experiment and the analysis on 
fatigue damage evolution and accumulation in the composite 
are presented in Section 4. Several conclusions obtained from 
this study are given in Section 5. The probabilistic fatigue 
damage functions are used later (Wang et al., 1986) in con­
junction with a micromechanics theory, based on the self-
consistent mechanics scheme, to derive constitutive equations 
for damage-induced anisotropic degradation and effective 
elastic properties of the random short-fiber composite. 

2 Experiment 

2.1 Material. The material used in the experiments was a 
short-fiber SMC-R50 composite. (The letter R refers to ran­
domly oriented, chopped fiber strands, and the number 
following indicates the weight percent of reinforcing fibers.) 
This particular material system was used because its 
mechanical properties were well characterized and readily 
available in the literature (Denton, 1979). The reinforcement 
was OCF 433AB-114 roving-glass filaments, chopped to a 
length of 25.4 mm. The resin matrix was OCF E980 polyester, 
a medium viscosity, highly reactive isophthalic polymer 
designed for structural applications. In addition, calcium car­
bonate filler, resin inhibitor and catalyst, alkaline earth oxide 
thickening agent, and mold release agent were contained. 
Detailed formulation of the composite, molding temperature 
and pressure, and charge size and pattern in the fabrication 
process are given in (Denton, 1979). Figure 1 is an X-ray 
radiograph of the short-fiber SMC composite with high-lead-
content glass fibers to illustrate general characteristics of the 
random microstructure of the material. 

2.2 Fatigue Experiment and Surface Replica Technique 
for Monitoring Damage. Tensile fatigue tests on the SMC-R50 
composite were conducted on smooth-coupon specimens. The 
geometry of these specimens is shown in Fig. 2. The specimen 
had a total length of 254 mm. The gage length was 76.2 mm 
and the free length between grips was 152.4 mm. The specimen 
had a width of 38.1 mm in the gage section. All tests were con­
ducted in an MTS servohydraulic test system under a load-
control condition at a frequency of 2 Hz. Both stress and 
strain were recorded at selected intervals during the entire 
history of the fatigue test. 

In order to monitor the initiation and subsequent 
developments of fatigue damage in the composite during ten­
sile cyclic loading, a nondestructive evaluation method, 
employing a surface replica technique, was used. The surface 
replica technique has been applied successfully in monitoring 
fatigue crack growth in metals (Waill, 1983) and delamina-
tions in advanced fiber-composite laminates (Masters, 1981). 
The advantages of this technique are that a quick and reliable 
permanent record of microdamage can be made and that it can 
be performed nondestructively on specimens under loading in 
a testing machine. With this method, it was possible to 
monitor microcrack developments during fatigue by making 
records at selected intervals throughout the test history. The 
replicas were then sputtered and later examined under a scann­
ing electron microscope. The detailed procedure and the 
validity of the replica technique for fatigue damage assessment 
are given in (Masters, 1981; Waill, 1983; Chim, 1984). 

3 Probabilistic Treatment of Damage Development 

3.1 Statistical Properties of Microcracks. The state of the 
fatigue damage is related to the development of microcracks in 
the random short-fiber composite. Owing to the 
heterogeneous microstructure and the random distribution of 
fiber orientations, the statistical nature of microcracks may be 
described quantitatively with suitable probabilistic expres­
sions. In the development of homogeneous fatigue damage, 
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Fig. 3 Fatigue damage in shorl·fiber SMC-R50 composite (omax =
O.6oUTS ' N :: Nt); microcracks (a) in a matrix·dominant area with sparse·
Iy dispersed fibers, (b) in a fiber·dominant area with fibers parallel to the
loading direction, (c) in a malrix·dominant area with fibers oriented at an
angle to the loading direction, and (d) at fiber ends

microcrack density and cumulative distribution functions can
be thought of as being probabilistically uniform; that is, pro­
babilistic properties of microcracks do not vary spatially in the
composite. Denote the microcrack density, i.e., the total
number of cracks per unit volume, by}:,. }:, is generally related
to the size A and the orientation vector II of a microcrack. In
practice, it is very difficult to measure X(A, II) nondestructive­
ly. Based on microscopic observations, planes of microcracks
are generally normal to the mid-plane of the composite plate;
thus, the orientation of a microcrack can be indentified with
an angle () relative to the loading direction. For simplicity and
without loss of generality, the cracks are assumed to be elliptic
in shape with their minor axis 2b equal to the thickness dimen­
sion of fiber strands. Therefore, each microcrack can be de­
fined by two variables e and () (Fig. 2(b», and }:,(A,II) can be
rewritten as }:,(e, (}) (0:0:: 2e:o:: 2el' -1rI2:o:: (}:o:: 1r12), where 2e is
the crack length and 2el is a finite value equal_to the dimension
of the specimen. It is further assumed that A(e,(}) is constant
through the thickness direction of the composite. Thus, one
can introduce the expected microcrack number density func­
tion per unit area, }..(e,(}) (0:0:: 2e:o:: 2el' -1rI2:O::(}:O::1rI2), by
_ 1
A(e,(}) = lim lim lim ----

ilc-O ilO-O S-co S 2~e ~()

r[2e :0:: microcrack length :0:: 2(e + ~e),

() :0:: microcrack orientation :0:: «() + ~(}) IS] (1)

where r denotes the number of cracks which satisfy the con­
straints in the bracket, and S is the area in which microcracks
are counted. We note that }:,(e,(}) and }..(e,(}) are related by

_ 1_
A(e,(})=2h' A(e,(}) (2)

where 2h is a characteristic width of the microcracks.

Journal of Applied Mechanics

For the convenience of later developments, an expected
number density function of microcracks per unit length,
A(e,(}), is introduced as follows:

A(e,(}) = lim lim lim 1
ilc-O ilO-O I-co I 2~e ~()

r[2e :0:: microcrack length :0:: 2(e + ~e),

() :0:: microcrack orientation :0:: «() +M) II] (3)

where I is the total length of a sampling line. We note that
A(e,(}) can be directly determined in the experiment by count­
ing the number of cracks that intersect a sampling line parallel
to the loading direction. Moreover, it can be easily shown that
A(e,(}) and }..(e,(}) are related by the expression

_ 1
A(e,(}) = A(e,(}) (4)

2e cos (J

Once A(e,(J) is determined, }:,(e,(J) can be evaluated by
_ 1
A(e,(}) = (J A(e,(J) (5)

4eh cos

Owing to the random nature of the heterogeneous material
microstructure, the variables e and (J are assumed to be
probabilistically independent. Thus the microcrack density
function A(e,(}) may be expressed as

1
A(e,(J)=-fc<e)go«(J) (6)

M o

wherefc(e) and go«(}) are expected number density functions of
e and (), respectively, and M o is the expected number of
microcracks per unit length intersecting the sampling line. The
fc(e) and go«(}) are determined by direct differentiation of
cumulative distribution functions of microcrack length and
orientation, Fc(e) and Go«(J), i.e.,
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Fig. 4 Variations of microcrack density as a function of the length of a 
sampling line at several fatigue loading cycles Omax = °-4 "UTS' " = 
0.05, / = 2 Hz) 

fc(fi) = 

gtm= 

dFc(c) 

dc 

dG9(c) 

dd 

(7) 

(8) 

We remark that Fc(c) and Ge(d) can be obtained directly from 
experiments and will be discussed in the next section. 

4 Results and Discussion 

4.1 Microscopic Fatigue Damage. The fatigue damage was 
observed to appear prevalently in different forms of 
microcracking, such as matrix cracking (Figs. 3(a) and 3(b)), 
fiber-matrix interface debonding (Fig. 3(c)), and fiber-end 
cracking (Fig. 3(d)). The microscopic cracks in the composite 
possessed strong directionality relative to fatigue loading. In 
general, in a matrix-dominant area with sparsely dispersed 
fibers, almost all microcracks were formed nearly normal to 
the loading direction (Fig. 3(a)). In a fiber-dominant region 
with fibers oriented parallel to the loading, microcracks were 
developed mainly in the matrix, also normal to the loading, 
but had rather small crack lengths limited by the interfiber 
spacing (Fig. 3(b)). In a fiber strand oriented with an angle to 
the loading direction, microcracks generally grew along the in­
terface between the fiber and matrix (Fig. 3(c)). Fiber-bundle 
(or ligament) fracture, which is commonly observed in fatigue 
of continuous filamentary composites (Mandell, 1982), was 
rarely observed in the random short-fiber composite. 

To obtain the microcrack density functions, lengths and 
orientations (Fig. 2(b)) of all microcracks that intersected the 
selected sampling line were recorded directly, using the 
aforementioned surface replica technique. For example, in the 
case of o-max = 0.4 ams the total sampling-line length is 25.6 
cm, taken from four specimens, 3.2 cm from each surface. 
Variations of the number of microcracks per unit sampling 
length at three stages in the fatigue life are shown in Fig. 4 for 
this case. The effect of increasing the sampling-line length is 
clearly seen. The dotted lines represent averages of 
measurements along the total sampling-line length at different 
loading cycles. Moreover, the characteristic length of 
microcracks which will be discussed later is found to be several 
orders of magnitude smaller than the sampling-line length 
selected here and the fiber length in the composite. Thus, the 
present data are considered to be representative enough for 
further statistical analysis of the microcracks. We note that 
the pattern of increase in the number of cracks with loading 
cycles is consistent from specimen to specimen. 

4.2 Cumulative Distribution Functions of Microcracks, 

0moX = 0 . 8 0 U T 3 

Fitted Exptl 
Curves Data 

Q 300 Cycles 
© 150 
A 50 
O 10 

0.0 1.0 2.0 3.0 4.0 

Crack Length (mm) 
Fig. 5 Cumulative distribution function, Fc , versus microcrack length, 
2c, at several fatigue loading cycles for <rmax = 0.8<rUTS (R = 0.05, f = 2 
Hz) 
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Fig. 6 Cumulative distribution function, Fc, versus microcrack length, 
2c, at several fatigue loading cycles ioramax = 0.4ffUTS (R = 0.05, f = 2 
Hz) 

Fc(c) and G0(0). Cumulative distribution functions of 
microcrack length and orientation can be determined directly 
from the probabilistic treatment of crack measurements. For 
illustration, experimenal data for the cumulative distribution 
function Fc(c) are given in Figs. 5 and 6 for the cases of amax = 
0.8 <rUTS and 0.4 <7UTS, (Fc(c) represents the total number of 
microcracks per unit length of the sampling line, that have 
length less than or equal to a certain crack length.) In general 
Fc(c) increases rapidly with c between 0 and 1 mm, and 
reaches a plateau beyond 2 mm, indicating a high concentra­
tion of small microcracks of length less than 1 mm. Also, Fc(c) 
increases with the number of load cycles, revealing that the 
total number of microcracks increases during the course of 
fatigue. However, the rate of increase in the total crack 
number decreases with the loading cycle and rapidly ap­
proaches a saturation s t a t e - a phenomenon similar to the 
transverse cracking development in continuous-fiber com­
posites (Reifsnider, 1980). 

The Weibull-type function (Weibull, 1951) is found to 
describe very well the experimental data of cumulative 
distribution of microcrack lengths, i.e., 

J F c ( c ) = M 0 [ l - e x p [ - ( ^ - ) 7 ] ] , 0 < c < C / (9) 

where M0 is defined in equation (6); 2c0 is a measure of the 
average crack length, and 7 is a shape parameter, depicting 
deviation or variance of crack lengths from the average value. 
These curves are obtained by a least-square curve-fitting 
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Fig. 8 Cumulative distribution function, G„, versus microcrack orienta­
tion, B, at several fatigue loading cycles for <rmax = 0 .4« U T S (Ft = 0.05, f 
= 2 Hz) 

method. Relationships between the parameters, M0, c0, and y, 
and fatigue loading variables are discussed in the next section. 

While microcrack lengths increased with fatigue cycles, 
orientations of these cracks were observed to remain almost 
unchanged. Few exceptions occurred such as microcracks ap­
proaching a fiber bundle and then being deflected along the 
fiber direction. Experimental data for cumulative distribution 
of microcrack orientations, Gg(6), are shown in Figs. 7 and 8, 
where probabilistic symmetry about 0 = 0 deg is assumed. The 
Ge{6) increases between 0 = 0 deg and 45 deg and reaches a 
plateau beyond 45 deg, indicating that the microcracks have 
strongly preferred orientations. Thus damage-induced 
anisotropy of macroscopic property degradation is anticipated 
in the fatigued short-fiber composite. 

The experimental data of microcrack orientations are fitted 
with the following equation to obtain the cumulative distribu­
tion function Ge(6): 

r6 - - -
Ge(0) = ao + (a, cos40 + a2 cos20 sin20) cos 0 dd, 

O<0< (10) 

The rationale of adopting this expression results from 
statistical brittle fracture mechanics considerations (Wang and 
Yu, 1982) of microcracks in the short-fiber composite with 
orientations 0 relative to the loading direction. Fracture initia­
tion driving forces or strain energy releases rates for self-
similar microcrack growth can be expressed as 

40. 

35 . 

£ 30. 
o 
(/) 25 . 

O 

P 20. 
o 

"~" 15. 

"o 
—• 1 0 . 

1 

- °max = 0 - 8 O U T S 

~ 

\ \ \ \ N>y 
i 

1 

" i-

— 300 Cycles 
200 
150 
100 

10 

-

-

-

0.0 1.0 2.0 3.0 4.0 

Crack Length (mm) 
Fig. 9 Microcrack density function, fc, versus crack length, 2c, at 
several fatigue loading cycles for a m a x = 0.8<ruTS (R = 0.05, f = 2 Hz) 
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Fig. 10 Microcrack density function, fc, versus crack length, 2c, at 
several fatigue loading cycles for ffmax = 0.4<rUTS (fi = 0.05, f = 2 Hz) 

9/ = £iCOS40 (11) 

g / / = £2cos20sin20 (12) 

where £, and £2
 a r e parameters related to material constants, 

and loading and geometric variables. If the microcrack orien­
tation density ge(6) is assumed to be related to the driving 
forces S/ and Qn, then we can write 

ge(0)~(rii cos40 + r)2cos20sin20)cos0 (13) 

where r]l and r?2 are constants to be determined. The cos 0 term 
is introduced into equation (13) by considering the relation­
ship between \(c,6) and X(c,0) through equation (4). A direct 
integration leads to the exact form of the cumulative 
microcrack-orientation distribution function Ge(0) in equa­
tion (10). Variations of a0, alt and a2 with fatigue loading 
variables are studied in the next section. 

4.3 Microcrack Density Functions, fc(c) and ge(0). The 
microcrack density function fc(c) is obtained by direct dif­
ferentiation of equation (9) with respect to crack length and 
has the following form: 

' .w^© '" ">[-£)']• 0<c<c -/ (14) 

Distributions of fc(c) for two fatigue-stress levels at several 
different loading cycles are shown in Figs. 9 and 10. As can be 
clearly seen in the figures, lengths of the microcracks 
developed during fatigue are generally very small compared to 
the fiber length. The majority of the cracks are less than 1 
mm. The density distribution of microcrack lengths changes 
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Fig. 13 Variations of y as a function of fatigue cycles N/Nf at different 
cyclic stress levels ffmax (fl = 0.05, f = 2 Hz) 

with the number of load cycles. However, the average 
microcrack length remains approximately the same during 
fatigue, as evidenced by the relatively unchanged peak posi­
tion of each curve along the horizontal axis. 

Variations of M0, c0 and 7 with fatigue stress <jmax and 
loading cycles Nare shown in Figs. 11, 12, and 13. At a given 
°max> M0 rapidly increases initially with the number of load 
cycles and then the rate of increase gradually decreases for the 
rest of fatigue life. As expected, increasing the fatigue stress 
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Fig. 14 Microcrack density function, g,,, versus crack orientation, 0, at 
several fatigue loading cycles for <rmax = 0.8<rUTS (R = 0.05, / = 2 Hz) 
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Fig. 15 Microcrack density function, g6, versus crack orientation, 0, at 
several fatigue loading cycles for am a x = 0.4<rUTS (fi = 0.05, / = 2 Hz) 

also increases M0, indicating that more microcracks are in­
itiated at a higher stress than at a lower one. The value of c0 

increases slightly at the very early stage of fatigue cycles and 
becomes almost constant thereafter. Thus, under a given 
cyclic stress, the average microcrack size remains approx­
imately unchanged during fatigue. However, the constant 
value of c0 decreases with increasing cyclic stress, suggesting 
that the higher the stress, the shorter the average crack length. 
The behavior of M0 and c0 obtained from the microcrack 
statistics illustrates the most important characteristics of 
fatigue damage evolution and accumulation: at the same 
N/Nf, more microcracks but with a shorter average length 
would appear in the composite subjected to a higher fatigue 
stress, whereas the composite under a lower cyclic stress does 
the opposite. This phenomenon may be attributed to the fact 
that under higher cyclic loading, fatigue life of the composite 
was generally shorter, and the microcracks did not have suffi­
cient time to grow into full sizes prior to final failure, as com­
pared with those under a lower cyclic stress, and thereby 
possessed shorter lengths. Variations of 7 with N/Nf and <7max 

are given in Fig. 13. Besides the small fluctuation in the very 
beginning, the value of 7 is virtually constant during fatigue. 
We note that 7 decreases with increase in fatigue stress <jmax. 
Apparently, microcracks initiated at a higher stress did not 
have sufficient time to grow, leading to a higher concentraton 
of shorter cracks, which gives a/c(c) curve with a smaller 7. 
But at a lower stress level, microcracks had ample time to 
develop themselves fully; therefore, the /c(c) curve generally 
spreads wider with a larger value of 7. 

The density function ge(d) of microcrack orientation is ob­
tained by differentiating equation (10) and has the form, 
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(1) On a macroscopic scale, fatigue damage distributed 
homogeneously in the random short-fiber composite during 
the most part of fatigue life. Mechanisms of the fatigue 
damage involved continuous initiation and growth of various 
kinds of microcracks. The homogeneous fatigue damage was 
characterized by the density or the cumulative distribution 
functions of microcrack length and orientation. 

(2) Both the loading amplitude and the cyclic stress history 
affected the fatigue damage significantly. At the same fatigue 
cycle N/Nf, high cyclic stress introduced fatigue damage with 
a high microcrack density but short characteristic crack 
length; low cyclic stress did the opposite. 

(3) While the virgin random short-fiber composite may be 
viewed as being macroscopically isotropic, the homogeneous 
fatigue damage had preferred orientations relative to the cyclic 
loading direction, as evidenced by the development of direc-
tionally dependent microcracks, leading to damage-induced 
anisotropy of material property degradation. 

(4) Experimental data on damage developments indicate 
that the cumulative distribution and the density of microcrack 
lengths may be expressed by the well known Weibull-form 
function. The majority of the fatigue microcracks were less 
than 1 mm in length. 

(5) The parameter M0 in the density function of microcrack 
length increases gradually with the number of load cycles. Ex­
cept at the very early stage of the cyclic loading, values of c0 

and 7 virtually remain constant during fatigue. An increase in 
fatigue stress increases the value of M0 but decreases those of 
c0 and 7. 

(6) The microcrack-orientation density function follows a 
fourth-order power form of the cos0 function. The majority 
of the microcracks were oriented within 30 deg of the normal 
to the loading direction. 

(7) In the density and cumulative distribution functions of 
microcrack orientation, a0 and <xx increase gradually with in­
creasing load cycles. An increase in fatigue stress increases 
both values of a0 and al. The value of a2 is practically zero in 
all cases studied owing to the nature of brittle fracture in the 
random short-fiber composite. 

gt(6) = a05(e) + [a1 cos40 + a2cos20sin20]cos0 (15) 

where <5( ) is a Dirac delta function. At any fatigue cycles, 
ge(8) (Figs. 14 and 15) has a peak at 0 = 0 deg and then 
decreases rapidly with 0, indicating that the majority of the 
microcracks are within 30 deg of the normal to the loading 
axis. As the number of load cycles increases, ge(6) at 0 = 0 deg 
increases in both magnitude and rate larger than those at any 
other 0, revealing that microcrack formation is more preferred 
along the direction perpendicular to the fatigue loading. 

Variations of a0, otu and a2 with N/Nf and <jmax are given 
in Figs. 16 and 17. Both a0 and at increase with load cycles 
and fatigue stress levels, and gradually approach approximate­
ly constant values as the microcracks become saturated. a2 is 
found to be practically zero [i.e., a 2 ~0(10 - 8 ) ] in all cases 
studied, indicating that formation of microcracks is more 
closely related to the local stress normal to the defects than the 
shear component. This is consistent with experimental obser­
vations and brittle fracture statistics in (Owen, 1974; Wang 
and Yu, 1982) that microcracks are initiated predominantly by 
tensile loading perpendicular to the reinforcing fibers. 

6 Conclusions 

Fatigue damage evolution and accumulation in random 
short-fiber composites are studied. A probabilistic treatment 
of microcrack developments is conducted. Quantitative infor­
mation on damage statistics in the form of cumulative 
distribution and density functions of microcrack length and 
orientation is obtained. Based on the results obtained from 
this study, the following conclusions may be reached: 
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Mechanics of Fatigue Damage and 
Degradation in Random Short-
Fiber Composites, Part I I— 
Analysis of Anisotropic Property 
Degradation 
Based on the microcrack density and cumulative distribution functions obtained in 
(Wang et al., 1986), cyclic fatigue degradation and associated damage-induced 
anisotropy of elastic properties of random short-fiber composites are studied. 
Constitutive equations of the fatigue-damaged composite are derived on the basis of 
the well-known self-consistent mechanics scheme in conjunction with a three-
dimensional elliptic crack theory and the probabilistic functions of microcrack 
density and cumulative distribution. The anisotropic stiffness degradation is 
determined as a function of microcrack evolution and accumulation in the damaged 
composite. Theoretical predictions and experimental data of effective modulus 
decay during fatigue are in excellent agreement. A damage parameter is introduced 
to depict quantitatively the degree of homogeneous fatigue damage. The tensorial 
nature of anisotropic stiffness degradation and fatigue damage is examined in detail. 
A power-law relationship is established between the rate of damage development 
and the fatigue loading cycle. The rate of fatigue damage growth is found to 
decrease exponentially with the loading cycle — a phenomenon unique to the random 
short-fiber composite. The fundamental mechanics of composite fatigue damage 
and associated property degradation is elucidated in this paper. 

1 Introduction 

In an associated paper (Wang et al., 1986), mechanical 
damage in a random short-fiber composite subjected to cyclic 
fatigue loading has been studied. The fatigue damage involves 
continuous initiation and growth of distributed microcracks 
during the loading history. Owing to the heterogeneous 
microstructure and random fiber orientations, the damage 
introduced in the material is statistically homogeneous on a 
macroscopic scale for the most part of the fatigue life. 
However, on a microscopic scale, electron-microscopic 
observations reveal that the distributed cracks possess well-
behaved characteristics in orientation and length distributions 
during fatigue. A probabilistic treatment of the damage leads 
to the establishment of proper microcrack density and 
cumulative distribution functions. The density and cumulative 
distribution of microcrack lengths during fatigue are found to 
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follow a Weibull-form function. The microcrack-orientation 
density and cumulative distribution functions have 
expressions in the power-law form of a cosC function. The 
fundamental fatigue damage mechanisms are investigated, 
and effects of cyclic stress and fatigue loading history on 
damage evolution and accumulation are examined. 

Since the microcracks have preferred orientation and well-
defined length distributions, the homogeneous fatigue damage 
is generally anisotropic in nature. The degree of anisotropy 
depends on the loading mode, stress level, and material 
microstructure. The damage apparently changes the 
macroscopic mechanical response of the composite such as 
stiffness or compliance, introducing the important problem of 
damage-induced property degradation. Equally important is 
the anisotropy of the degraded material properties during 
fatigue. Thus, the tensorial nature of damage evolution and 
accumulation and the associated property degradation are of 
fundamental concern in studying the fatigue behavior of 
random short-fiber composites. The purposes of this paper are 
to: (1) derive constitutive equations for effective elastic 
properties of the damaged composite subjected to cyclic 
loading, (2) determine the relationship between the 
microscopic damage development and macroscopic material 
degradation, (3) introduce a macroscopic tensorial parameter 
to describe the state of damage in the material, and (4) 
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Fig. 1 Stress-strain response of a short-fiber SMC-R50 composite sub­
jected to stress-controlled cyclic fatigue loading, <rmax = 0.7aUTS 

establish a fatigue damage growth law to evaluate the 
evolution and accumulation of microcracks. 

The overall or effective elastic properties of solids 
containing distributed inhomogeneities such as inclusions and 
voids have been a subject of considerable research; extensive 
lists of references can be found, for example, in Kroner 
(1967), Christensen (1979), Willis (1981), Mura (1982), and 
Hashin (1983). Among various theories and methods of 
approach proposed, the self-consistent mechanics analysis 
(Hershey, 1954, and Kroner, 1958) has attracted significant 
attention. Applications of this method to fiber composites 
have been made by many researchers, for instance, Hill 
(1965), Hermans (1967), Christensen and Waals (1972), and 
Chou et al. (1980). Also, the self-consistent scheme has been 
used to study the overall moduli of isotropic elastic solids 
containing randomly oriented cracks by Budiansky and 
O'Connell (1976) and aligned cracks by Hoenig (1979). 
Recently, Horii and Nemat-Nasser (1983) have taken the same 
approach to examine an elastic body containing randomly 
distributed cracks that may be closed or undergo frictional 
sliding. In this paper, the self-consistent mechanics analysis is 
employed in conjunction with the probabilistic microcrack 
distribution functions introduced in the composite under 
cyclic fatigue. The constitutive behavior of effective stiffness 
properties and the tensorial nature of fatigue damage are 
determined for the random short-fiber composite having 
homogeneously distributed microcracks. 

In the next section, an experimental program is conducted 
to evaluate stiffness degradation in a random short-fiber 
SMC-R50 composite subject to cyclic tensile fatigue. The basic 
solution scheme of the self-consistent analysis is briefly 
described in Section 3 for the damaged composite. 
Probabilistic density functions of crack orientation and length 
developed during fatigue are incorporated in the formulation 
with the aid of a three-dimensional elliptic crack theory. A 
tensorial fatigue-damage parameter is introduced in Section 4, 
based on the anisotropic cyclic stiffness degradation of the 
composite. Experimental results are compared with theoretical 
predictions in Section 5. The rate of fatigue degradation is 
determined, and a cyclic damage-growth law is established for 
the random short-fiber composite system. The tensorial nature 
of damage development and the rate of change in the damage 
tensor are examined. This study has established the 
fundamental mechanics of cyclic fatigue damage and property 
degradation in random short-fiber composites. Important -
conclusions obtained from the study are given in Section 6. 

2 Fatigue Degradation Experiment 

Cyclic fatigue tests were performed on the short-fiber 
SMC-R50 composite to study the effect of microscopic fatigue 
damage on macroscopic property degradation. The geometry 
of the specimens is shown in Fig. 2 of Wang et al. (1986). The 

specimens had a total length of 254 mm with a gage section of 
76.2 mm and a free length between grips of 152.4 mm. The 
width in the gage section was 38.1 mm. All specimens were 
machined from composite plates of 533 mm x 610 mm x 
2.54 mm as received. During machining, care was taken to 
insure that all cut edges were smooth and free from visible 
defects. The microscopic damage development was monitored 
continuously during cyclic fatigue, using a replica technique 
discussed in the associated paper (Wang et al., 1986). The 
experiments were conducted at room temperature in a 20-kip 
MTS servohydraulic system interfaced with a multi-user PDP 
digital computer. Constant-amplitude stress-controlled 
fatigue tests were performed at a frequency of 2 Hz. A 
minimum stress of about 5 percent of the ultimate tensile 
strength aUTS was employed to prevent the specimens from 
being subjected to any compressive loads. The tests were 
controlled by the computer through preprogrammed software. 
Cyclic stress levels were monitored continuously, and 
corresponding strains were measured with a clip-gage 
extensometer of 63.5 mm gage length during the entire history 
of the fatigue test. Both stress and strain data were digitized 
and stored on floppy disks through a data acquisition system 
for later analyses. 

3 Self-Consistent Mechanics Analysis and Solution 
Procedure for Damaged Composite 

In the present study, the virgin random short-fiber com­
posite is considered to be macroscopically homogeneous and 
planarly isotropic. The damage introduced by the fatigue 
loading takes various forms of microcracks with preferred 
orientation and length distributions, leading to macroscopic, 
anisotropic property degradation. The density functions of 
microcrack length and orientation determined in Wang et al. 
(1986) are now incorporated in a self-consistent mechanics 
analysis to obtain overall constitutive properties of the dam­
aged composite. 

Consider a random short-fiber composite of volume Kwith 
an exterior surface B, containing microcracks of total surface 
area B{d). Effective strains and stresses, e,y and a,-,, in the solid 
with homogeneously distributed cracks are related by the ef­
fective compliance tensor SjJki of the damaged composite as 

£ij=SijklOkl (1) 

Components of the effective compliance tensor display the 
usual symmetry, i.e., Sijkl = Sm = Sjikl = Sklij, etc. 

The effective strains in the damaged body can be defined as 

I f . , 1 
£u=~y)veu' ' e</=y(M<v+ ";,<) (2) 

where w,- are displacements, and the comma following by an 
index denotes partial differentiation with respect to the cor­
responding coordinate. Using the divergence theorem, ey can 
be rewritten as 

ev=-y\B(uinJ + uJni)ds (3) 

where «, are unit outward normals on B. Similarly, the 
average stresses dy are written as 

*V=-y\y
a«dv ( 4 ) 

and Ujj are related to self-equilibrating overall tractions tt 

prescribed on B by 

T, = 9u
nJ (5) 

The average strains iff in the portion Vic) exterior to the 
cracks in the damaged composite can be rewritten in terms of 
displacements w, as 
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•J y(c) 

+ \Bld)-2(u'nJ + UJn,)ds] 
Since the material in F ( c ) is undamaged, the average strains 
iyc) can be written as 

^c)=SfJkl4P (7) 
where Sfjkl is the elastic compliance tensor of the undamaged 
composite. Substituting equation (3) into equation (6) and us­
ing equation (7), one obtains 

1 f 1 
e,y = S°Uk,okl + -y\BW y (u,n j + Ujti^ds (8) 

where the expression akl = akf is used. We note that rij are 
taken here and hereafter as unit inward normals to the 
material along B'-d). 

Let Gjj (x,£) be the displacement component in the JC, direc­
tion at a point x due to a unit load applied at point £ on B in 
the Xj direction. The displacements at x are 

ui(x)=\gGu(x,i)fjds 

••oJk\BGu(x,Z)nk(.i)ds 

where Gy(x,£) are actually Green's functions of the problem. 
The second term on the right hand side of equation (8) can be 
written as 

41 1 
(uinj + ujni)ds = Hijkldkl 

where 

+ GJk(x,$)ni(x)n,(Z)]dsdsW (11) 

The average strains iy in the damaged composite are now ex­
pressed in terms of the average stresses dy as 

^=(Sykl+Hijkl)akl (12) 

Hence, the effective compliance Sijkl can be determined by 

Sijkl
=S?jkl

+Hijkl(Spqrs) (13) 
In the present study, Hijkl can be obtained directly from equa­
tion (10) provided that w, in the damaged composite are 
known. 

To apply the self-consistent mechanics analysis, the prob­
lem of an elliptic crack embedded in the homogeneously 
damaged composite is considered first. The effect of the crack 
on overall elastic behavior of the composite is calculated from 
equation (10). Total effects of all microcracks are determined 
by summation of all of the contributions from each individual 
crack. Then equation (13) is used to estimate the effective 
elastic properties of the damaged fiber composite. 

Based on experimental observations of the microstructure 
and the damage in the random short-fiber composite, several 
assumptions are introduced to simplify the analysis of the 
problem: (i) probabilistic properties of microcrack density 
functions are homogeneous in the damaged composite, (if) all 
microcracks are elliptic in shape and each crack plane is 
perpendicular to the plane of the composite, and (Hi) the 
length of the minor axis of each crack is equal to the thickness 
of a fiber strand in the composite. 

To evaluate HiJkl in equation (10) for the embedded elliptic 
crack, the following information on displacements of the 
crack surface in an anisotropic elastic solid is required 
(Hoenig, 1979): 

u;=Lyl9i,jcb(l-^-^ (ij= 1,2,3) (14) 

where x.' are local coordinates, and the influence coefficients 
' " ' La are defined as 

L„ = - fobVQkiRkiRijd<t> (15) 

in which Qy are functions of material constants of the com­
posite with damage; [Ry] is a transformation matrix, and c 
and b are major and minor semi-axes of the elliptical crack. 
Explicit expressions for Qy and Ry can be found in Chim 
(1984). 

For a flat elliptic crack, equation (14) can be evaluated by 
taking the integration over the platform area S of the crack 
and replacing the displacements with displacement jumps 
across the crack surface. Hence, the influence of one single 
crack on the effective compliance tensor is determined by 

\ s y ( M " , ' + [ujln,')ds = Kuklekl (16) 

where the bracket [ ] denotes a displacement discontinuity, 
and the quantity with a prime (') is referred to the local coor­
dinates. For the convenience of later developments, con­
tracted notation is used hereafter, i.e., an =ax, a22 = o2, • • • , 
. . . , <r12 = cr6. Substituting equation (14) into (16) yields ex-

/m plicit expressions for K'y as 

do) [Ky)=^(cby 

0 0 0 

0 0 0 

0 0 

0 0 

(17) 
0 0 Lf3> Lnl iii1 0 

0 0 Z,2V L22
l Zf,1 0 

0 0 Z,,!1 L^ Lf,' 0 

0 0 0 0 0 0 

since n[=n{ = Q and n3' = 1, and Lyl are components of the 
inversed [Ly] matrix. The effect is transformed into the prin­
cipal material coordinates as 

Ky(c,e\Spq)=TimTjnK'mn (18) 

where Kyicfi \Spq) are defined as the influence functions of a 
microcrack with length 2c and orientation d on the effective 
compliance Spq, and [Tm„] is a transformation matrix between 
local and material coordinates, involving cos 6 and sin 9 terms 
only. 

Total effects of all microcracks on Hy (Spq) can be obtained 
by summing up the contributions of each individual 
microcrack as 

^(^^IXtc^JS^) (19) 

When the volume of the composite becomes large enough to 
include many homogeneously distributed microcracks, the 
summation in equation (19) can be replaced with an integra­
tion weighted by the aforementioned microcrack density func­
tion X(c, 0), i.e., 

{
OO p 7T/2 

Ky(c,e\Spq)\(c,d)dcdB (20) 
0 J — vr/2 

We remark that the kernels K,j in equation (20) involve the 
unknowns Spq; thus Hy(Spq) may be solved numerically by an 
iterative solution scheme. Once Hy are determined, the effec­
tive compliance tensor of the damaged composite can be ob­
tained immediately. 

4 Fatigue Damage Evolution and Accumulation 

Based on the experimental results obtained and the 
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theoretical analysis developed, a damage parameter is in­
troduced to provide a quantitative measure of the anisotropic 
nature of fatigue damage in the composite. In this study, the 
damage parameter Dy is defined as relative tensorial stiffness 
changes in the composite, 

A / = l - c„ (ij= 1,2,3, . . . ,6; 
no summation on i and J) 

10 ' 10e 103 104 10= 

Number of Cycles 
Fig. 7 Changes of Poisson's ratio, v-\2, in short-fiber SMC-R50 com­
posite during fatigue at several cyclic stress levels <rmax (R = 0.05,1 = 2 
Hz) 

where Cy are the stiffness components of the damaged 
material, and the superscript (*) refers to a reference state. 
The Cy are obtained directly from inversion of the Sy matrix 
determined in the previous section. The instantaneous stiff­
ness and the fatigue damage are functions of cyclic stress 
variables, fatigue loading cycles, and environmental condi­
tions as 

(21) Cy = C,y(crmax, s,N,ot,T, ), (22) 
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Table 1 Elastic material properties of short-fiber SMC-R50 
composite at the tenth fatigue cycle 

ffmax 
CTUTS 

0.4 
0.6 
0.8 

(GPa) 

14.1 
13.6 
12.0 

Eh 
(GPa) 
15.4 
15.2 
14.8 

Gh 
(GPa) 

5.70 
5.57 
5.21 

wfi 
"\1 

.286 

.273 

.243 

Du=Du(omm,a,N,a,T, . . . ) , . (23) 

where s is the state of cyclic stress (i.e., tensile, compressive, or 
multiaxial), and a is a microstructural parameter of the 
composite. 

5 Results and Discussion 

The typical stress-strain response of a short-fiber SMC-R50 
composite at different fatigue loading cycles is shown in Fig. 1 
for the case of crmax = 0.7 <JUTS- The material clearly changed 
with load cycles and became less resistant to the applied stress. 
The size of the hysteresis loop of the first load excursion was 
much larger than the subsequent ones due to growth of ex­
isting defects and initiation of a large number of microcracks 
at various microscopic stress concentrators (Wang and Chim, 
1983). As a result, a nonlinear, transient first-cycle (or 
monotonic) stress-strain relationship was observed. The next 
few loading cycles resulted in arrest of most of the initially 
growing cracks and rapid depletion of favorable microcrack 
nucleation sites (Wang and Chim, 1983; Wang et al., 1986). 
Thus energy dissipation and the degradation rate in the com­
posite dropped sharply, leading to reduced sizes of hysteresis 
loops with approximately linear stress-strain relationships. 
Subsequent cyclic loading initiated further microdamage and 
grew existing microcracks but with rapidly decreasing rates, as 
discussed by Wang and Chim (1983) and Wang et al. (1986). 
This further development of homogeneous damage is reflected 
by a continuous decrease in stiffness of the composite and by 
an increase in size of the hysteresis loops. 

5.1 Comparison Between Theoretical Predictions and Ex­
perimental Results. To illustrate the experimentally 
measured Young's modulus and theoretically predicted 
values, typical results of axial stiffness degradation during 
fatigue are shown in Figs. 2 and 3 for the SMC-R50 composite 
at two cyclic stress levels, amax = 0.8 <rUTS and 0.4 <rUTS, respec­
tively. The vertical axis in the figures represents the actual 
value of the modulus along the loading direction. The ex­
perimental data shown in the figures were taken from 
specimens on which microcrack density measurements were 
made. The theoretical predictions are obtained numerically by 
the use of an iterative scheme. In the computation, the 
microcrack density functions, fc (c) and ge (0), obtained from 
Wang et al. (1986) are used. Comparing the experimental data 
with the theoretical predictions, excellent agreement is ob­
served. Similar agreement between experimental results and 
theoretical predictions of stiffness changes in the composite 
under other cyclic fatigue stress levels is also obtained in this 
study, and these additional results are not reported here 
because of space limitation. (Note here that in the self-
consistent mechanics analysis, the microcrack width, i.e., the 
minor axis of the elliptic crack, is taken to have the fiber-
strand thickness as discussed in the previous section. 
However, from cross-sectional micrographs of the damaged 
SMC composite (Wang et al., 1987), some microcracks were 
observed to develop into a dimension of several fiber-strand 
thicknesses.) Based on these results, the present self-consistent 
mechanics analysis in conjunction with the probabilistic treat­
ment of microcracks appears to provide good predictions of 
material property degradation in a fatigue-damaged short-
fiber composite. 

5.2 Anisotropic Stiffness Degradation in Damaged Com-
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Fig. 8 The rate of change of homogeneous damage component, 
dD^ldN, in short-fiber SMC-R50 composite during fatigue at several 
cyclic stress levels <rmax (R = 0.05, 1 = 2 Hz) 
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Fig. 9 The rate of change of homogeneous damage component, 
dD22ldN, in short-fiber SMC-R50 composite during fatigue at several 
cyclic stress levels <rmax (fl = 0.05, r = 2 Hz) 

posite. As discussed in Wang et al. (1986), the microscopic 
damage has a preferred orientation distribution, leading to 
damage-induced anisotropy of material properties; thus, 
changes in all independent material constants during fatigue 
are required to be examined. Since degradation of in-plane 
stiffness properties is of major concern in this study, only four 
elastic constants, namely, En, E22, Gn, and c12, are reported 
here. (E22 is the Young's modulus normal to the loading direc­
tion, and G12 is the in-plane shear modulus.) The predicted 
values oiEu, E21, Gl2 and vn of the composite during fatigue 
with <7max = 0.8 CTUTS, 0.6 o-UTS, and 0.4 ams are shown in Figs. 
4-7, respectively. These quantities are normalized with their 
corresponding reference values at the tenth cycle (Table 1). It 
is clear that all these material constants change with load 
cycles; only degrees of the relative changes are different. 
Magnitudes and rates of changes in Eu and vn are most 
significant, and E22 has the least amount of degradation. The 
self-consistent mechanics analysis clearly provides an effective 
means of predicting all components of anisotropic material 
stiffness degradation in the composite during its fatigue life. 

5.3 The Rate of Fatigue Damage Evolution and Ac­
cumulation. The rates of change of fatigue damage, 
dDy/dN, are quantities of primary interest in evaluation of 
damage evolution and accumulation. The development of 
dDjj/dN during fatigue can be determined directly from 
degradation of the stiffness tensor. For illustration, values of 
dDjj/dN for the short-fiber SMC-R50 composite at three 
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fatigue stress levels are shown in Figs. 8-11. As anticipated, at 
any given number of fatigue cycles, the higher the fatigue 
stress amax, the higher the dDy/dN. This is apparently caused 
by a larger number of microcracks being initiated and the 
higher rate of microcrack growth, as clearly evidenced by the 
cumulative crack distribution function Fc(c) in Wang et al. 
(1986). However, at a given fatigue stress level, the rate of 
change in damage decreases exponentially with the number of 
loading cycles. This is the most unique characteristic of fatigue 
damage developments in the short-fiber composite. From the 
present theoretical and experimental results, the exponential 
decrease in dDy/dNcan be clearly attributed to: (1) the rapid 
decrease in the rate of formation of new microcracks, as 
demonstrated in the evaluation of the cumulative crack 
distribution function Fc{c) in Wang et al. (1986), (2) the very 
slow growth of relatively long microcracks, as indicated in the 
evolution of the microcrack-length density function fc(c) in 
Wang et al. (1986), and (3) the presence of various microcrack 
arrest mechanisms in the heterogeneous short-fiber composite,. 
as illustrated in Wang and Chim (1983). An apparently linear 
relationship between dD,j/dN and N with a common slope is 
found in all logarithmic plots of dDy/dN versus N (Figs. 
8-11), leading to the following power-law damage-rate 
equation: 

dDu 

whereby are functions of Dy, and — .Bis the slope of each line 
in the log-log plot. The functions Ay(Dy) are related to the 
damage rate in a reference state at a given cyclic stress, the 
fatigue loading history, the amplitude of fatigue stress, and 
the state of cyclic stress. Based on the definition of damage, 
the total fatigue life may be determined, for example, by a 
direct integration of equation (24), 

Nf = 

0J= 1,2,3, . . .,6; 
no summation on i and j) (24) 

where D = 0 indicates a reference state and D = D^ refers to the 
final failure state which is in general determined from a 
stiffness-based failure criterion. 

6 Conclusion 

Based on the probabilistic treatment of microcrack 
developments discussed in Wang et al. (1986) and the self-
consistent mechanics analysis of a random short-fiber com­
posite containing distributed microcracks with well-defined 
density functions of crack length and orientation, damage-
induced anisotropy and degradation of effective elastic prop­
erties of the composite during cyclic fatigue are studied in 
detail. Experimental and theoretical results are obtained for 
evaluating the microcrack evolution and accumulation as well 
as the associated property degradation. The basic mechanics 
and mechanisms of fatigue damage in the random short-fiber 
composite are elucidated. A power-law type relationship for 
fatigue damage growth is established for the random short-
fiber composite under cyclic loading. The following conclu­
sions may be reached, based on the current theoretical and ex­
perimental results: 

(1) Constitutive equations for effective elastic properties 
of the damaged composite are derivable from a self-consistent 
mechanics scheme. Three-dimensional elliptic crack theory for 
anisotropic solids and probabilistic treatment of distributed 
microcracks are essential in formulating a proper SCS analysis 
of fatigue damage and degradation in the random short-fiber 
composite. 

(2) Excellent agreement is observed between theoretical 
predictions and experimental data of tensile stiffness changes 
in the loading direction. The present theory and analysis ap­
pear to provide an effective means to predict all of the com­
ponents of the anisotropic stiffness degradation in the com­
posite during cyclic fatigue. 

(3) Severity of the magnitude and the rate of fatigue 
degradation for in-plane material constants is ranked in the 
order of En, vi2, Gn and E22 for the random short-fiber com­
posite under uniaxial tensile fatigue. The maximum degrada­
tion of approximately 20-25 percent is observed for Ex, during 
the cyclic homogeneous fatigue damage of the composite. 

(4) The parameter Dy, introduced to describe quan­
titatively the degree of homogeneous fatigue damage, is de­
fined by the change of material stiffness tensor relative to a 
reference state. Microcrack evolution and accumulation dur­
ing cyclic fatigue are expressed by the rate of change of the 
damage tensor, dDy/dN. 

(5) A power-law relationship is found between the rate of 
damage development and the fatigue cycle. The rate of change 
of the homogeneous fatigue damage, dDy/dN, in the random 
short-fiber SMC composite decreases exponentially with 
fatigue loading cycles owing to rapid depletion of new crack 
initiation sites, slow growth of existing microcracks, and 
presence of various crack-arrest mechanisms. 

(6) The exponent B in the damage-growth law is the same 
for all components of the damage rate tensor dDy/dN md can 
be related to the cyclic tensile fatigue stress crmax. 

Acknowledgments 

The work reported in this paper was supported in part by 

352/Vol. 53, JUNE 1986 Transactions of the ASME 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



research grants from Office of Naval Research 
(N00014-79-C-0579) and Owens-Corning Fiberglas Corpora­
tion to the University of Illinois at Urbana-Champaign. The 
authors gratefully acknowledge the constant support and en­
couragement from Dr. Y. Rajapakase of ONR and Drs. G. N. 
Hartt and D. L. Denton of OCF. Numerical computations 
were conducted in Digital Computer . Laboratory at the 
University of Illinois. 

References 

Budiansky, B., and O'Connell, R. J., 1976, "Elastic Moduli of a Cracked 
Solid," International Journal of Solids and Structures, Vol. 12, pp. 81-97. 

Chim, E. S.-M., 1984, "Tensile Fatigue Damage and Degradation of Random 
Short-Fiber Composites," Ph.D. Dissertation, Department of Theoretical and 
Applied Mechanics, University of Illinois, Urbana, 111. 

Christensen, R. M., and Waals, F. M., 1972, "Effective Stiffness of Random­
ly Oriented Fiber-Reinforced Composites," Journal of Composite Materials, 
Vol. 6, pp. 518-532. 

Christensen, R. M., 1979, Mechanics of Composite Materials, Wiley-
Interscience, New York. 

Chou, T. W., Nomura, S., and Taya, M., 1980, "A Self-Consistent Ap­
proach to Elastic Stiffness of Short-Fiber Composites," Journal of Composite 
Materials, Vol. 14, pp. 178-188. 

Hashin, Z., 1983, "Analysis of Composite Materials-A Survey," ASME 
JOURNAL OF APPLIED MECHANICS, Vol. 50, No. 3, pp. 481-505. 

Hermans, J. J., 1967, "The Elastic Properties of Fiber-Reinforced Materials 
when the Fibers are Aligned," Proceedings Koninklijke Nederlandse Ackademie 
van Wetenschappen, Series B, Vol. 70, pp. 1-9. 

Hershey, A. V., 1954, "The Elasticity of an Isotropic Aggregate of 
Anisotropic Cubic Crystals," ASME JOURNAL OF APPLIED MECHANICS, Vol. 21, 
pp. 236-240. 

Hill, R., 1965, "Theory of Mechanical Properties of Fiber-Strengthened 
Materials-III. Self-Consistent Model," Journal of the Mechanics and Physics 
of Solids, Vol. 13, pp. 189-198. 

Hoenig, A., 1979, "Elastic Moduli of Non-Randomly Cracked Bodies," In­
ternational Journal of Solids and Structures, Vol. 15, pp. 137-154. 

Horri, H., and Nemat-Nasser, S., 1983, "Overall Moduli of Solids with 
Microcracks: Load-Induced Anisotropy," Journal of the Mechanics and 
Physics of Solids, Vol. 31, No. 2, pp. 155-171. 

Kroner, E., 1958, "Berechnung der Elastischen Konstanten des Vielkristalls 
aus der Konstanten des Einkristalls," Zeitschrift fur Physik, Vol. 151, pp. 
504-518. 

Kroner, E., 1967, "Elastic Moduli of Perfectly Disordered Materials," Jour­
nal of the Mechanics and Physics of Solids, Vol. 15, pp. 319-329. 

Mura, T., 1982, Micromechanics of Defects in Solids, Martinus Nijhoff 
Publisher, The Hague. 

Wang, S. S., and Chim, E. S.-M., 1983, "Fatigue Damage and Degradation 
in Random Short-Fiber SMC Composite," Journal of Composite Materials, 
Vol. 17, No. 2, pp. 114-134. 

Wang, S.S.,Chim, E. S.-M., and Suemasu, H., 1986, "Mechanics of Fatigue 
Damage and Degradation in Random Short-Fiber Composites, Part I - Damage 
Evolution and Accumulation," ASME Journal of Applied Mechanics, Vol. 53, 
No. 2, pp. 339-346. 

Wang, S. S., Suemasu, H., and Chim, E. S.-M., 1987, "Analysis of Fatigue 
Damage Evolution and Property Degradation in Random Short-Fiber Com­
posites," Journal of Composite Materials, Vol. 21, No. 1. 

Willis, J. R., 1981, "Variational and Related Methods for the Overall Proper­
ties of Composites," in Advances in Applied Mechanics, Vol. 21, Academic 
Press, pp. 1-81. 

.Readers Of 
The Journal Of Applied Mechanics 
Will Be Interested In: 
PD-Volume 3 
Pipeline Engineering Symposium—1986 
Editor: E.J. Seiders 

Contains papers presented at the 9th Annual Energy-Sources 
Technology Conference and Exhibition (ETCE) 
February 23-27, 1986; New Orleans, LA 

This year's Pipeline Engineering Symposium, while addressing some of the latest developments in system design and 
C02 pipelines, also focuses on the effort of pipeline operators to maintain their existing facilities, improve performance 
and conform to the latest environmental concerns. 

Table of Contents Includes: Explosion Welding of a Large Diameter Gas Transmission 
Pipeline, New Generation Fully Automatic Computerized Welding System for Pipeline 
Construction, Numerical Modeling of a Free-Spanning Submarine Pipeline by the Finite 
Element Method, Cold Tapping: A Development and Repair System, On and Offshore 
Applications of Polymer Modified Glass Fibre Reinforced Concrete (PGRC) Rockshield, 
Pipeline Monitoring, A Novel Approach for the Transmission of Solid Particulates Using 
Foam, and Design Methods for Gas/Condensate Pipelines in Cold Environments. 

Book Number 100202 List Price: $50.00 ASME Members: $25.00 

Descriptions of other volumes of interest appear on pages 332, 346, 360, 385, 394, 403, 411, 423, and 449 

Address Orders To: 
ASME Order Department/22 Law Drive/Box 2300/Fairfield, NJ 07007-2300 AM165 

Journal of Applied Mechanics JUNE 1986, Vol. 53/353 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



M. Kaneta 
Professor. 

M. Suetsugu 
Graduate Student. 

Department of Mechanical Engineering, 
Kyushu Institute of Technology, 

Tobata, Kitakyushu, 804, Japan 

Y. Murakami 
Professor, 

Department of Mechanics and 
Strength of Solids, 

Faculty of Engineering, 
Kyushu University, 

Hakozaki, Fukuoka, 812, Japan 

Mechanism of Surface Crack 
Growth in Lubricated Rolling/ 
Sliding Spherical Contact 
A possible mechanism of the crack growth is described by calculating stress intensity 
factors for a semicircular surface crack under a spherical Hertzian contact moving 
over a cracked elastic half-space surface. In the analysis the crack is assumed to be 
inclined at an angle of 45 degfrom the surface. In particular, the effects of surface 
traction, frictional force between crack faces, and oil hydraulic pressure caused by 
oil penetrated into the crack are discussed. 

1 Introduction 

Cracks initiating at/in the contact surface propagate due to 
the cyclic loading, and, as a result, surface damage may be 
brought about. Recently, in order to elucidate the rolling 
and/or sliding contact fatigue phenomenon, fracture 
mechanics has been utilized because the phenomenon is 
related to the growth of cracks. 

Fracture mechanics was first utilized by Fleming and Suh 
(1977) to characterize the driving force for a subsurface crack 
growth. Such a subsurface crack has been examined by 
various workers (Hills and Ashelby, 1980; Rosenfield, 1981; 
Keer et al., 1982; Chang et al., 1984; Sin and Suh, 1984; 
Yoshimura et al., 1984; Hearle and Johnson, 1985). For an in­
clined two-dimensional surface crack Keer and Bryant (1983) 
have calculated the stress intensity factors and have estimated 
the fatigue life. Yamashita et al. (1985) have proposed a 
mechanism for the initiation of surface pitting through their 
analytical method. The authors have also analyzed in previous 
papers (Murakami et al., 1985; Kaneta et al., 1985) the growth 
mechanism of surface cracks formed on lubricated roll­
ing/sliding line-contact surfaces on the basis of fracture 
mechanics, and have clarified the following points. A 
microcrack initiated at a comparatively early stage in the cyclic 
loading extends nearly along the original crack plane by shear 
mode fatigue crack growth. As the crack extends, the growth 
mode is altered to the tensile mode, which is caused by the in­
fluence of the fluid pressure by lubricant oil which has 
penetrated into the crack interior. Finally, the crack may be 
expected to grow into a pit. In these processes the surface trac­
tion plays an important role. 

The purpose of this paper is to elucidate analytically a possi­
ble growth mechanism of surface cracks formed on lubricated 
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rolling/sliding spherical contact surfaces by the same method 
as the previous paper (Murakami et al., 1985; Kaneta et al., 
1985). To make the crack growth phenomenon tractable 
mathematically, the Hertzian contact pressure distribution is 
used instead of the pressure distribution obtained by the 
elastohydrodynamic lubrication theory. Moreover, the 
changes of material properties and surface topography in­
duced by the rolling contact fatigue process, a solidification 
phenomenon of lubricant oil due to high contact pressure, 
etc., are ignored, though they must be considered in a more 
exact treatment of the crack growth behavior. In the current 
level of three-dimensional stress analyses and experimental 
techniques, it is almost impossible to solve this problem com­
pletely considering all factors strictly. Even if some analytical 
methods and experimental techniques are available, such an 
approach will not necessarily reveal the important factors 
which influence this complicated contact problem. This is the 
reason why the authors make a simple assumption. 

2 Method of Analysis 

2.1 Analytical Model and Method of Calcula­
tion. Figure 1 shows the analytical model used in this study. 
The elastic half-space containing a surface crack inclined at an 
angle (90 deg — a) to the surface is loaded by normal and 
tangential stresses. Strictly speaking, the pressure distribution 
in the lubricated rolling and/or*sliding contact spherical sur­
face should be determined by the elastohydrodynamic lubrica­
tion theory, and it varies with oil viscosity, surface velocity, 
etc. Moreover, the existence of a surface crack may alter the 
pressure distribution. However, in this investigation, it is 
assumed that the normal stress arises from the Hertzian con­
tact pressure and the surface shear stress is given by multiply­
ing the Hertzian pressure by a mean frictional coefficient, / , 
between contact surfaces. Although a simple model is assumed 
because of the difficulties in three-dimensional stress analysis 
and experimental techniques, we may expect that the simple 
model helps us to understand the main factors which control 
this complicated problem. 
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Fig. 1 Analytical model and coordinate system 
P(x,y) = Hertzian contact pressure 
q(x,y) = shear surface stress 

a = radius of semi-circular crack 
c = radius of Hertzian contact 
e = distance between crack mouth and center of Hertzian 

contact 
a = crack inclination angle 
j8 = angle from deepest crack tip of crack front 

(r,0) = polar coordinates with origin at crack tip 
<",y,z) = rectangular coordinate system based on semi-infinite body 

(x'.y',z') = rectangular coordinates with origin at center of crack 
mouth 

(x*,y*,x*) = rectangular coordinate system based on crack face 

Thus, the stress distributions on the elastic half-space are 
given by the following equations: 

p(x,y)=p0^l-(x2+y2)/c2 (1) 

q(x,y)=fp{x,y) (2) 

where p0 and c are the maximum Hertzian pressure and the 
Hertzian radius, respectively. The surface crack was assumed 
to be a semi-circle with radius a, and to be in they* - z* plane. 
One cycle of rolling process can be viewed by shifting the loca­
tion of the contact pressure along the surface of the cracked 
half-space in a direction opposite to that of rolling. 

Way (1935) suggested that crack propagation will be ac­
celerated if the oil hydraulic pressure caused by oil seepage in­
to the crack is applied on the crack faces. This hypothesis has 
been evoked to explain oil viscosity effect in surface damage 
(Dawson, 1961). In addition, oil seepage into the crack has 
been observed experimentally (Michau et al., 1974). The 
pressure at the mouth of the crack, caused by the contact 
pressure sweeping over the crack mouth, may be transmitted 
down the deepest crack tip. However, if the pressure is only 
applied for a very short time, the full contact pressure will not 
be felt at the end of the crack instantaneously because of 
viscosity, compressibility, and inertia of the oil in the crack 
(Foord et al., 1969). Therefore, in this work, the fluid 
pressure, Pf, applied on the crack faces by lubricant oil enter­
ing the crack is assumed to decrease linearly from the crack 
mouth to the crack front. The motion of fluid in the crack in­
terior was neglected for the sake of simplicity. Namely, the 
fluid pressure in the crack is expressed in the region of le I = c 
as 

Pf{z*,y*)=p(e,y)(l-z*/a) (3) 

where e is the distance between the center of Hertzian contact 
pressure and the mouth of the crack. 

When some or whole parts of crack faces are closed or sus­
tain the compressive stresses, the frictional force acting on 
those parts may restrain the shear mode fatigue crack growth. 
In order to investigate its influence, the mean frictional coeffi­
cient, fc, between the contacting crack faces was assumed as 
0.2 or 0.5. We denote by T* and a* the shearing and com­
pressive stresses (Hamilton, 1983) which act on the crack face 
imagined in a semi-infinite body without a crack under the 
contact pressure. It was assumed that the net shear stress Tnet 

acting on the crack faces was obtained as 
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Fig. 2 Mesh pattern of crack face 

TO if IT* I % l / > * I 
r„et=H , (4 ) 

{j* +fc sgn(r*)<7* if IT* I > \fca* I 
where sgn(T*) is the sign function for T* . Equation (4) is valid 
only when the crack faces receive the compressive stress, i.e., 
a*<0. At the location where a*>0 on the parts of crack, a 
boundary condition was enforced so as to satisfy the free sur­
face condition. 

These simplifications may lead to results at some variance 
with the actual tendencies of crack growth and the related 
problems. However, such assumptions seem quite adequate 
for understanding complicated rolling contact fatigue 
phenomena qualitatively. Similar assumptions were also 
adopted by Keer and Bryant (1983) for treating the growth 
problem of two-dimensional surface crack under a line-
contact pressure condition. 

The stress intensity factors (SIFs) were obtained by the body 
force method. The details of the method were described in a 
previous paper (Murakami et al., 1985). The problem is essen­
tially a three-dimensional boundary value problem and it can 
be described with the integral equations. However, it is dif­
ficult to solve the integral equations analytically and, 
therefore, the semicircular crack assumed in this study was 
divided into 72 triangular subregions as shown in Fig. 2 in 
order to solve the integral equations numerically. The value of 
weighting functions, FIJt FHj and Fmj, indicating the 
magnitude of body forces at each subregion was determined so 
as to satisfy the boundary conditions for the crack under the 
contact stress field. In this procedure, each main triangular 
subregion in Fig. 2 was subdivided into four equal triangles in 
order to improve the accuracy of analysis. The average of the 
values evaluated at the centers of gravity of the four triangles 
was regarded as the representative value of the main triangular 
subregion. The values of weighting functions at the crack con­
tour become the dimensionless SIFs F7, F„ and FHI. They are 
related to the nominal SIFs as follows: 

K, = F,pB'JVa, KII = FIIp0\fm, 

and 

K,n = Fmp0J™ (5) 

The Poisson's ratio used was 0.3. 
The crack opening displacement (COD) at the j triangular 

subregion can be given by 

COD = 4(1 - v1)p0F,j42atj-ej
2/E (6) 

where v is the Poisson's ratio, E is the elastic modulus, and ej 
is the minimum distance between the center of main triangular 
subregion and the crack contour. 

2.2 Condition of Fatigue Crack Growth. Taking a crack 
tip as the origin of the polar coordinate system (r, 0), as shown 
in Fig. 1, we can express the SIFs representing the intensities 
of the fields of shearing stress, Trt, and tangential stress, ae, in 
the neighborhood of the crack tip as follows (Erdogan and 
Sih, 1963): 

KT(B)= Trt^ZnTr = —cos—[£"7sin0 + A-7/(3cos0 - 1)] (7) 
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Fig. 3 Relations among directions of crack inclination, surface trac­
tion, and movement of contact pressure 

KA6): -[tfjcos2—•jtfnsinf?] (8) 

In the above, KT(d) and Ka(6) are related to the dimen-
sionless SIFs FT{6) and F„(0) as follows: 

KT(d)=FT(d)Po^Tra and K„(0) = Fa(6)p0^ (9) 

Both the critical condition and the direction of crack growth 
were determined by the same criterions as the previous paper 
(Murakami et al., 1985). Namely, the shear mode fatigue 
crack growth occurs macroscopically in the direction along 
which KT (0) is the maximum (Kr (6)m„ =KTmm) when Kmax is 
larger than the threshold SIF, i.e., AKTlh. Also the crack exten­
sion angle for the tensile mode fatigue crack growth is 
macroscopically given by 6„ which makes K„(B) the maximum 
(^a(0)max =^omax)' The critical conditions both of the tensile 
mode growth and of the transition from the shear mode 
growth to the tensile mode growth are given by K^^ ^ AKalh, 
where AKalh is the threshold SIF for the tensile mode growth. 

Otsuka et al. (1975) have shown that AKnh = 1.5MPaTn1/2 

and AK„th =6MPa»m1/2 for low carbon steels. 

3 Results and Discussion 

3.1 Variations of SIFs Caused by Movement of Con­
tact. The relationship between the directions of the crack in­
clination and the movement of the contact pressure differs 
depending on the direction of surface traction. In this analysis 
the direction of the crack inclination was fixed to the positive x 
direction in Fig. 1, and its angle was assumed to be 45 deg. The 
direction of surface traction was changed as f> 0 and / < 0. 
When the contact pressure moves from the left side of the 
crack mouth to the right side over the surface of the semi-
infinite body, the condition/>0 corresponds to the driver sur- . 
face, i.e., the positive sliding surface, and that o f / < 0 cor­
responds to the follower surface, i.e., the negative sliding sur­
face (see Fig. 3(/l)). On the contrary, when the contact 
pressure moves from right to left, the conditions/> 0 a n d / < 0 
correspond to the follower and the driver surface, respectively 
(see Fig. 3(B)). 

The variations of/7/ and F„ at the deepest point of the crack 
tip caused by the movement of the contact pressure are shown 
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Fig. 4 Variations of dimensionless stress intensity factors F, and F„ 
at the deepest crack tip during a loading cycle (Dotted lines denote no 
oil hydraulic pressure case) 

in Figs. 4 and 5, where it is assumed that the crack faces are 
subject to the fluid pressure due to lubricant oil which 
penetrated into the crack. In the region of \e/c I "£ 1, the fluid 
pressure corresponding to equation (3) acts on the crack faces. 
However, the dotted lines in the figures are the results for the 
cases of no fluid pressure. The tendencies of these results are 
similar to the case of the line-contact (Murakami et al., 1985; 
Kaneta et al., 1985). When the contact pressure moves from 
left to right, F{ for the negative sliding surface (/<0) has a 
positive value in the region e/c% - 1 , and its magnitude in­
creases with increasing surface traction. The crack with the 
size of a/c = 0.5 on the positive sliding surface (f> 0) is closed 
(F7<0) in the whole region of e/c < - 1 under the condition of 
high surface traction o f / = 0.3. These trends become predomi­
nant with decreasing crack size, because the effect of surface 
traction increases. 

The states of crack opening/closure at the position of 
e/c= - 1 are illustrated in Fig. 6 for the cases of a/c = 0.1, 0.5, 
and 2.0 under the condition o f / = 0.1. These figures show half 
of the crack face. From equation (6) we can recognize that 
when Fjj > 0 the crack faces at the j subregion are separated 
from each other, i.e., they are open, and when F,j <0 , they are 
closed. The condition Frj<0 is never achieved in the actual 
situation, because it corresponds to the negative displacement. 
Similar kinds of separation and slip problems were treated by 
Comninou et al. (1983). They treated the problem of a two-
dimensional subsurface layer which is parallel to the surface of 
a semi-infinite plate and is subjected to tangential and normal 
forces. They stated that the iteration procedure which specifies 
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the extent and location of the slip and separation zones is very 
complicated. The situation in the present model is the same as 
Comninou et al.'s. 

The final correct configuration of the semi-circular crack in 
the present problem can be obtained only by the iteration pro­
cedure. Now, suppose that we adopt the iteration procedure. 
Then, as the first iteration we must apply the reactions on the 
crack surface where Ffj have negative values. These reactions 
induce tensile stress at the regions of positive Fy and, ac­
cordingly, increase crack opening at the already opened crack 
tip. However, this procedure breaks the boundary conditions 

at the regions of positive Fy. Then as the second iteration we 
need to decrease the intensity of the pairs of positive body 
forces (Murakami et al., 1985) at the regions of positive F,j. 
The first and second iterations are thus likely to cancel each 
other. Therefore, we may finally expect, with a high degree of 
plausibility, that F,j<0 indicates the closed states of crack 
faces and FIj>0 can be approximately the measure of the 
separation. 

This prediction was recently verified by the comparison be­
tween the analyses and experimental measurements on the 
subsurface crack under contact loading (Kaneta et al., 1985). 
Therefore, in this study we regarded the values of FfJ as the 
measure of crack opening and closure, i.e., F,j>0 indicates 
crack opening and F,j < 0 indicates no crack opening displace­
ment and the intensity of compressive stress between crack 
faces. 

In Fig. 6 the black area indicates the closed part. It is to be 
noticed from these results that, even if the crack is on the 
positive sliding surface, the crack is open at least in the 
neighborhood of the contacting surface under the condition of 
/"$ 0.1, which includes the case of pure rolling (/=0) because 
the tensile stress exists in the neighborhood of the circular 
region of spherical contact (Hamilton, 1983). This 
phenomenon was never found in the case of line-contact 
(Murakami et al., 1985; Kaneta et al., 1985). The opening 
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Fig. 7 Variation of F r m a x during a loading cycle; (a) fc = 0.2; (b) fc = 0.5. 

region of the crack is enlarged with increasing crack size and 
with decreasing / , since the surface traction corresponding to 
/ > 0 acts so as to close the crack faces in e/c< - 1 . 

However, when the contact pressure moves over the cracked 
surface from right to left, the crack is completely closed from 
its deepest point as the contact approaches to e/c = 1 even if 
the crack is open in a certain region of e/c>\. The same 
phenomenon was already pointed out in the case of the line 
contact (Murakami et al., 1985; Kaneta et al., 1985). 

Now, as shown in Figs. 4 and 5, when the crack interior is 
filled with oil, F, takes positive value in a certain region of 
le/c I < 1 because of the oil hydraulic effect. In the case of a 

tiny crack, however, the magnitude of F, is small and the 
region showing F,>Q is also narrow. It should be noticed that 
if the crack is closed in le/c 1 = 1, the oil hydraulic action in 
le/c I < 1 is never produced since the oil cannot enter the 

crack. 
From the above discussion it may be concluded that the 

possibility of oil seepage into the crack is highest in the case 
shown in Fig. 3A(a), and the case of pure rolling follows. The 
oil may enter the crack shown in Fig. 3A(b), only when the 
surface traction is low. In the cases of Fig. 3(B), however, it 
may be difficult to assume the oil hydraulic action, because 
the oil which entered the crack may be excluded due to the 
crack closure from its deepest point. Moreover, as has been 
already described, if there is no oil in the crack and, ac­
cordingly, if the oil hydraulic action does not exist, F, in 
le/c I < 1 has a negative value under the compressive stress 

field of contact pressure. 

3.2 Fatigue Crack Growth in Shear Mode. Figures 7(a) 
and 7(b) show the variations of -FTmax at the deepest point of 
the crack tip during a loading cycle for tiny cracks (a/c = 0.1) 
with fc = 0.2 and 0.5. In these calculations, the oil hydraulic 
pressure is not considered in order to put emphasis on the ef­
fect of the frictional coefficient between the crack faces. i%.max 

is calculated by assuming F, = 0 when Fr<0, because F,<0 
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Fig. 8 Variation of F „ m a x during a loading cycle (Dotted lines corre­
spond to F ( <0 in Fig. 4) 

never occurs in the real phenomenon. Then in this case the 
crack growth angle, 0O< becomes zero. The crack growth angle 
corresponding to the maximum value of lFTmax I, which con­
trols the shear mode crack growth, is mostly in the range of 
- 3 deg < d0 < 0 deg even in the case of Ft > 0, because F, is 
small in comparison with F„. Therefore, we shall assume 
d0 = 0 deg in the following discussion when the crack extends 
by the shear mode with the growth angle of the above range. 
On this occasion, the crack growth by shear mode occurs 
along the original crack plane when AK7max exceeds AKTth. 

IFrmax I achieves the maximum value at near points of 
e/c = ± 1, where the right and left edges of the contact 
pressure are just on the mouth of the crack. When the contact 
pressure covers the mouth of the crack, -FTmax becomes zero 
over most of le/c I < 1, because the frictional stress between 
the crack faces supports the shear stress applied on the crack 
faces by the contact load. Accordingly, the slip between the 
crack faces never occurs in this region. It can be seen from Fig. 
7 that AFTmax increases with the increase in / and with the 
decrease i n / c . These tendencies coincide with the case of line 
contact. For example, assuming p 0 = lGPa or 3GPa for 
c = 0.5 mm and considering AFrmax = 0.065 under the condi­
t ions a / c = 0 . 1 , / = - 0 . 1 and / c = 0 .5 , we ob ta in 
AftT7max = 0.81MPaTn1/2 or 2.4MPa-m1/2. This shows that the 
fatigue crack growth in shear mode may possibly occur for 
p0 = 3GPa but unlikely forp0 = lGPa. As the surface traction 
increases, however, we can expect the possibility of the crack 
growth even in the case of p0 = lGPa. On the other hand, the 
crack growth under the condition of pure rolling (f=0) is 
unlikely to occur even in the case of p0 = 3GPa. 

If the oil containing a good boundary lubricant additive 
enters the crack while the mouth of the crack is open, the 
crack growth rate by shear mode may be accelerated because 
of the decrease in the frictional coefficient between the crack 
faces. In this occasion, however, we must consider that the 
crack growth may be retarded by the decrease in the surface 
traction. 

The increase in crack size brings on the decrease in the fric­
tional force between the crack faces, because the compressive 
stress due to the contact load decreases with the depth 
measured from the contact surface. Accordingly, the value of 
AFrraax increases somewhat with the increase in the crack size. 
For example, under the conditions o f / = - 0 . 1 and fc-0.2, 
we have AFTmax = 0.108 for a/c = 0.1 and 0.122 for a/c = 0.5. 
From equation (9), however, it should be noted that KTmax is 
proportional to F rmax VoTc if p0 and c are constant. 

3.3 Fatigue Crack Growth in Tensile Mode. Figure 8 
shows the variations of F m a x during a loading cycle. These 
values are calculated from Fig. 4. The dotted lines in this 
figure correspond to the case of F,<0 in Fig. 4. As pointed 
out, the state of Ff<0 never happens in the actual situation. 
Moreover, the values of Fmax corresponding to F 7 < 0 are 
overestimated because the frictional force between the crack 
faces is not considered in this analysis. Therefore, Fig. 8 gives 
a correct value only in the case of Ff>0. We shall focus our 
attention on the value of F ^ , , obtained for Fj>0 in the 
following discussion. 
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Table 1 Relations among the crack size, the maximum value of Fm 

crack growth angle 
and the 

/ 
a/c 

-0.1 0.1 
e/c 0odeg e/c [70L 

0.1 
0.3 
0.5 
1.0 
2.0 

-0.9 
-0.9 
-0.8 
-0.7 
-0.4 

-62.7 
14.2 
22.5 
23.8 
20.7 

0.1309 
0.1356 
0.1553 
0.1830 
0.1712 

1.2 
-0.9 
-0.9 
-0.6 
-0.4 

-51.3 
48.3 
48.6 
27.1 
24.6 

0.0627 
0.1502 
0.1741 
0.1936 
0.1776 

In general, the maximum value off,,,,,,, as seen from Fig. 
8, occurs in the region of \e/c l< 1 (Ff>0), where the crack 
faces receive the oil hydraulic pressure. The crack growth 
angle d0 in the tensile mode for a/c = 0.5 in Fig. 8 is about 
- 6 0 deg ( F ^ ^ O . 2 0 ) with / = - 0 . 3 , and about 41 deg 
(F^ax =0.163) w i th /=0 . This means that the maximum value 
of f OTnax increases and the crack extends into the material with 
increasing surface traction. In other words, it may be said that 
the higher the surface traction, the deeper the pit. 

Relations among the crack size, the maximum value of 
F m a I and the crack growth angle are shown in Table 1. Under 
the conditions o f / = 0 . 1 and a/c = 0.1, F^^ takes its max­
imum at e/c=1.2, where there is no oil hydraulic effect. On 
the other hand, in the case o f / = - 0 . 1 for a/c = 0.1, F^^ ob­
tains the maximum at e/c= - 0 . 9 and its value is larger than 
the case o f / = 0 . 1 . Assuming c = 0.5 mm, a/c = 0.1 and the 
crack growth criterion as AKath = 6MPa-m1/2, and having 
^ a x = 0.48 for Po = IGPa and F^ ^ 0 . 1 6 for Po =3GPa, 
we can expect crack growth. Comparing these results with 
Table 1, we may arrive at the conclusion that the possibility of 
the fatigue crack growth in the tensile mode of a tiny crack is 
extremely low. The increase in crack size brings on the increase 
in the maximum value of F^^. The maximum values off,,,, , 
corresponding to AKa//l =6MPa«m1/2 under the above condi­
tions are 0.214 for pB = IGPa and 0.071 for p0 = 3GPa when 
a/c = 0.5. Therefore, the crack growth by tensile mode 
becomes likely to occur as the crack size increases. It should 
also be noted that the growth angle in a large crack is always 
positive, and its value is greater f o r / > 0 than f o r / < 0 . This 
means that a pit produced on the driver surface may be 
shallow as compared with that on the follower surface. 
However, we must consider that the crack on the driver sur­
face with high surface traction, s a y / = 0.3, is unlikely to pro­
pagate by the tensile mode, because the oil seepage into the 
crack is unlikely to be expected. 

Figures 4 and 5 indicate that as the contact pressure moves 
from the left of the crack mouth to the right (this case cor­
responds to Fig. 3G4)), the value of F, attains positive peak 
due to the oil hydraulic pressure effect, and then decreases and 
takes negative value. When a/c is relatively small as a/c % 1, 
the deepest point of the crack tip is closed before the center of 
the contact pressure reaches the mouth of the crack. On this 
occasion, the crack formed on the follower surface (f<0) 
closes from the mouth of the crack as shown in Fig. 9, though 
that on the driver surface (f>0) closes from the deepest point 
of the crack. When the center of the contact pressure is to the 
left of the crack mouth, the stress state in the neighborhood of 
the deepest point of the crack tip is tensile f o r / < 0 , and com­
pressive f o r / > 0 due to the action of surface traction. This is 
the main reason for the difference of the crack closure 
behavior for / < 0 and / > 0. 

With the increase in crack size, say a/c = 2.0, the deepest 
point of the crack tip is closed after the center of the contact 
pressure passes over the crack mouth, as shown in Fig. 10, 
both for / < 0 and for / > 0 , because the contact pressure 
presses down the upper part of the crack faces. If the oil is 
sealed in the crack interior as shown in Fig. 9(c) or Fig. 10, ex­
tremely high hydraulic oil pressure is exerted on the crack 
faces and subsequently the tensile mode crack growth may fur­
ther be accelerated. 

(a) e/c = - 0.2 (b) e/c 0.04 (c) e/c =0.0 
Fig. 9 Oil blockade phenomenon caused by movement of contact 
pressure; f = - 0.1, a/c = 1.0; (a) e/c = - 0.2; (b) e/c = - 0.04; (c) e/c = 0.0. 

(a) f = - 0 . (b) f =0.1 

Fig. 10 Oil blockade action for extended crack; a/c = 2.0, e/c = 0.4; (a) 
f= - 0 . 1 ; (b) 7 = 0.1. 

In the case of a tiny crack as a/c=0.1, however, such an oil 
blockade action is unlikely to occur even for the crack formed 
on the follower surface. Furthermore, when the contact condi­
tion is like Fig. 3(5) or Fig. 3A (b) and yet the surface traction 
is high, the oil blockade action is scarcely induced because the 
possibility of the oil seepage into the crack is unlikely to occur. 

4 Conclusions 

Growth mechanism of an inclined crack formed on the roll­
ing/sliding spherical contact surfaces was clarified analytically 
by applying the fracture mechanics. The results obtained in 
this study give not only the reasonable explanations for ex­
perimental facts but also the predictions for several possible 
phenomena. The conclusions are summarized as follows: 

(1) The possible growth mechanism of a tiny crack is pro­
pagated by the shear mode (Mode II) along nearly the original 
crack plane. The higher the surface traction, the faster the 
growth rate. 

(2) The tensile mode (Mode I) fatigue crack growth is in­
duced by the oil hydraulic action due to the oil which entered 
the crack. Transition from a crack to a pit seems to be trig­
gered by the tensile mode growth. 

(3) A tiny crack is unlikely to fulfill the criterion of tensile 
mode crack growth. 

(4) The possibility of oil seepage into the crack is highest 
in the case of Fig. 3/1 (a). If the surface traction is low, say 
0 < / < 0 . 1 , the oil may enter the crack even in the case of Fig. 
3>A (b). In other cases the oil seepage into the crack is unlikely 
to occur. 

(5) The oil hydraulic pressure acting on the crack faces is 
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induced by two kinds of mechanisms. One is due to the con­
tact pressure transmitted directly by the oil to the crack faces 
when the crack mouth is kept open. The other is due to the oil 
blockade action caused by the closure of the crack mouth and 
by squeezing the oil contained in the crack interior. 
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A Model for the Flow of a 
Chopped Fiber Reinforced Polymer 
Compound in Compression 
Molding 
The flow of a chopped fiber reinforced polymer compound in compression molding 
is modelled as a two-dimensional membrane-like sheet which extends uniformly 
through the cavity thickness with slip at the mold surface. The model is consistent 
with both the kinematic mechanisms observed in actual flow and the three-
dimensional anisotropy caused by the arrangement of fibers in the sheet. The 
material resistance to extension is expressed in a constitutive equation for the two-
dimensional stress resultant formed by integrating the planar stress components 
through the thickness of the cavity. This stress resultant is assumed to be a linear 
function of the corresponding planar rate of deformation in the molding compound. 
Through a mechanism of fiber-resin interaction, the material resistance to extension 
can be characterized by a single scalar function of the transverse temperature 
distribution. Three alternatives are considered for the friction response at the cavity 
surface: (i) constant magnitude, (ii) proportional to the relative velocity 
(hydrodynamic), and (Hi) proportional to the normal component of the stress vec­
tor (Coulomb). These three assumptions are compared by considering their general 
implications on the flow-front progression. The latter two are examined in some 
detail for thin charges in which the material resistance to extension is negligible com­
pared to the effect of friction. Analytical solutions for an elliptical charge are ob­
tained for both hydrodynamic and Coulomb friction. By comparing these solutions 
with experimental results, we conclude that the hydrodynamic model for the friction 
response is the best of the three proposed alternatives. 

Introduction 

As compression molding of chopped fiber reinforced ther­
mosetting compounds has grown in commercial importance in 
recent years, a need has developed for a model describing the 
flow of such materials as they are formed in the mold cavity. 
Most efforts to date in this area have been motivated by suc­
cessful models for the flow of thermoplastic melts in injection 
molding. Although the molding compound is squeezed be­
tween cavity surfaces in compression molding rather than 
forced through a gate onto a fixed cavity as in injection 
molding, the flow in both cases is confined to a relatively nar­
row cavity, which suggests a similar approach. However, the 
sheet molding compounds (SMC) typically used in compres­
sion molding have a distinguishing characteristic which 
dramatically influences the qualitative aspects of their flow. 
These compounds are filled with a relatively large volume 
fraction of chopped fibers (at least 25 percent) which are ar-
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ranged in a randomly woven network in the plane of the sheet. 
This arrangement of fibers makes the material anisotropic, so 
that its mechanical response is substantially different from 
that of a polymer melt. 

All existing models for the flow of SMC assume it to be an 
incompressible isotropic fluid. Inertia is neglected and a no-
slip boundary condition is imposed at the cavity surface. Silva-
Nieto, Fisher, and Birley (1980) were the first to propose a 
model under these assumptions, based on isothermal, Newto­
nian lubrication theory. Tucker and Folgar (1983) later used 
this model with a finite element method to calculate the flow-
front progression in a rectangular charge. These calculations 
correlated well with their experiments on modelling clay and 
single-layer charges of SMC. In a later paper, Lee, Folgar, and 
Tucker (1984) generalized this model to include a power-law 
viscous response, but showed (again by means of finite ele­
ment calculations) that the flow-front progression is insen­
sitive to the value of the power-law exponent. In the same 
paper, they reported experimental results that showed a 
significant change in the flow-front progression as the initial 
charge thickness was increased. This observation is not consis­
tent with the isothermal lubrication model, which predicts that 
the flow-front progression is independent of the instantaneous 
cavity thickness. The authors reasoned that this difference 
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may be due to increasing importance of non-isothermal effects
in thicker charges. On the surface, this conjecture appears to
be supported by the analytical work of Lee et al. (1982) who
simulated the effect of heat conduction from the mold surface
by analyzing squeezing flow of a three-layer fluid with lower
viscosity in the layers near the mold surface. Lee and Tucker
(1983) generalized this approach somewhat by considering
eight separate layers with different viscosities in each layer ob­
tained by combining a transverse temperature gradient with a
power-law dependence of viscosity on temperature. l Both
papers showed that a preferential shearing motion in the lower
viscosity outer layers can occur together with a predominantly
extensional flow in the higher viscosity core whenever the
transverse viscosity gradient or the thickness-to-length ratio of
the charge is sufficiently large. Lee and Tucker (1983) also
showed that this mechanism produces a flow-front progres­
sion that has features similar to those observed experimentally
in increasingly thicker charges.

Although the above approach has led to some encouraging
results, it has at least two fundamental difficulties: (1) SMC is
not isotropic and (2) the transverse velocity distribution is in­
consistent with observations of actual flow (Barone and
Caulk, 1985). In the present paper, we depart from the ap­
proach of previous work and directly account for the material
anisotropy caused by the presence of the fibers in the SMC.
Recent experimental results revealing the influence of the fiber
structure on the kinematics of flow in SMC are used to
motivate a model for the material as a two-dimensional
membrane-like sheet which extends uniformly through the
cavity thickness with slip at the mold surface. The material
resistance to extension is expressed in a constitutive equation
for the two-dimensional stress resultant formed by integrating
the planar stress components through the thickness of the
cavity. This stress resultant is assumed to be a linear function
of the corresponding planar rate of deformation in the SMC.
By considering a mechanism of fiber-resin interaction, we
show how this response can be characterized entirely by one
scalar function of the transverse temperature distribution.
Three alternative assumptions are explored for describing the
friction response at the cavity surface: (I) constant magnitude
friction, (it) hydrodynamic friction in which the friction force
is proportional to the relative velocity at the mold surface, and
(iii) Coulomb friction in which the friction force is propor­
tional to the normal component of the stress vector at the
mold surface. The first alternative is eliminated based on its
general implications about the flow progression. The other
two assumptions are compared in more detail by considering
an approximation (suitable for thin charges) in which the
material response to extension is neglected relative to the ef­
fect of friction. The equations corresponding to this approx­
imation are solved analytically for both hydrodynamic and
Coulomb friction in the case of an initially elliptical charge.
By comparing these solutions with experimental results for the
progression of the flow front in one and four-layer charges,
we conclude that hydrodynamic friction is the only assump­
tion of those considered which is consistent with the limiting
behavior observed in thin charges. When the assumption of
hydrodynamic friction is combined with the thin-charge ap­
proximation, the reduced equations become formally
equivalent to those of isothermal lubrication theory. For
thicker charges, when the in-plane extensional resistance is no
longer negligible, the deformation of the charge is more
equibiaxial, which is consistent with experimental results and
is obtained without appealing to the influence of heat
conduction.

In summary, the present approach is faithful to the

--ruis important to emphasize that Lee et al. (1982) and Lee and Tucker (1983)
only simulate the effect of heat conduction by imposing a static variation -in
viscosity through the thickness _Strictly speaking, the analysis in both cases is
isothermal.
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Fig. 1 Fiber structure of SMC

anisotropy of the material, consistent with its observed
kinematics, and, in the limit of small cavity thickness, formal­
ly reduces to the equations of isothermal lubrication theory,
which have already been shown to adequately predict the flow­
front progression in thin charges (Lee et aI., 1984).

The Material

Sheet molding compound (SMC) is a generic name given to
a wide class of chopped-fiber reinforced thermosetting com­
pounds used in compression molding. Uncured material is
produced in sheets approximately 5 mm thick containing
fibers which are typically 25 mm long. These fibers, which are
actually bundles of individual filaments, are randomly
oriented in the plane of the sheet and distributed uniformly
throughout its volume. The fibers usually occupy from 20-50
percent of the material volume, resin about 30 percent, and
the remainder is usually a powdered filler such as calcium
carbonate.

The most important feature affecting the mechanical
response of SMC during molding is its fiber structure. A
photograph of this structure is shown in Fig. 1. The first thing
we observe from this picture is that the material is in­
homogeneous on a relatively large scale. Since the fiber
bundles are widely separated in any given plane, there is
probably a minimum length scale over which the "averaging"
influence of their random orientation is effective. Thus any
model representing SMC as a homogeneous continuum should
be relevant only for problems in which the characteristic
dimension, both parallel and transverse to the plane of the
sheet, is sufficiently large. When this is the case, SMC may be
regarded as transversely isotropic. The characteristic
transverse dimension in the mold is the instantaneous separa­
tion between the cavity surfaces, which is usually quite small
(2-10 mm). This raises a legitimate concern over the ap­
plicability of a three-dimensional continuum model describing
the flow of such a material.

A second thing we can observe in Fig. 1 is that the fiber
bundles do not simply lie on top of each other in the sheet, but
form a randomly woven network. This network exerts a
significant influence on the kinematics of flow in the mold as
will become apparent in the next section. It also gives the sheet
a mild transverse elasticity which makes it very difficult to
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eliminate the air which is introduced in the sheet as it is com­
pounded. Typically, the uncompressed volume fraction of air 
is about 30 percent. This void fraction is reduced to about 1 
percent at molding pressures, however, and as long as suffi­
cient pressure is maintained on the material as it cures, the 
finished part does not show any visible evidence of porosity. 

The Nature of the Flow 

A compression mold is usually charged with 2-4 layers of 
SMC covering from 30-70 percent of the cavity surface area 
(Fig. 2). As the charge is pressed between the surfaces of the 
mold, the volume of air in the SMC is reduced until sufficient 
pressure builds to cause the material to flow. Once flow 
begins, it takes only a few seconds for the material to fill the 
cavity, after which the rising force of the press is balanced by 
increasing hydrostatic pressure in the SMC. Contact with the 
warm mold raises the temperature of the SMC, which causes 
the resin to cure. After the resin has cured sufficiently, the 
mold can be opened and the finished part removed. 

In an earlier study, Barone and Caulk (1985) investigated 
the qualitative nature of the kinematics in SMC by assembling 
charges from black and white material and observing the mo­
tion of distinct regions at various stages during flow. Circular 
charges 300 mm in diameter were constructed in two different 
ways (Fig. 3): (a) otherwise identical charge layers were made 
of alternating colors, and (b) a concentric circle 200 mm in 
diameter was cut from an entirely black charge and replaced 
by white material. By inserting different thicknesses of steel 
shims between the mold stops, the flow in these charges was 
allowed to progress to various stages, short of filling the cav­
ity. Cross sections from these short moldings were examined 
to determine the nature of the transverse kinematics at two 
different closing speeds. Selected results are shown in Figs. 4 
and 5. In general, the SMC flowed in uniform extension 
through the thickness of each layer, with slip at the mold sur­
faces and, for the slower closing speed on the thicker charges, 
also between the outer layers of SMC. The latter case cor­
responds to the observations of Marker and Ford (1977). At 
the rapid closing speed, the entire charge extended uniformly 
through its thickness, regardless of the number of layers, with 
all slip concentrated at the mold surface. This boundary slip is 
especially evident in the samples molded from the second 
charge arrangement (Fig. 5). These results demonstrate the 
significant influence of the random fiber network in constrain­
ing transverse shearing motion within the sheet. 

Further experience with short moldings indicates that dur­
ing flow the flow front develops in a very repeatable manner, 

considering the nature of the material. Random variations in 
the boundary profile usually occur on the scale of about one 
centimeter. This is no doubt a consequence of the random in-
homogeneous material structure discussed in the previous sec­
tion. The magnitude of such random variations may suggest 
the appropriate length scale on which a continuum model 
would be suitable for such a material. 

Basic Theory 

For simplicity in developing the basic theory we assume that 
the cavity surfaces are plane and parallel. Let xt be rectangular 
Cartesian coordinates2 with associated unit base vectors e;, 
such that the x3 axis is perpendicular to the cavity surfaces. 
The motion of these surfaces is described by 

x3=±h(t)/2, (1) 

where the instantaneous separation h (t) is a specified function 
of time. We assume that SMC occupies a region bounded by 
the mold surfaces (1) and a closed cylinder defined by3 

In this paper Latin subscripts take the values 1, 2, 3 and Greek subscripts 1, 
2. Summation is implied over a repeated index in the usual manner. 

'5The absence of x3 in (2) is justified by the assumption (3) following. 

LAYERS OF SMC /CV\ 

< > 
Fig. 2 Compression molding 

PLAN VIEW 
CHARGE 

(a) (b) 
Fig. 3 Black and white charges used to investigate the kinematics of 
flow; (a) alternate black and white layers, and (b) separate black and 
white regions (from Barone and Caulk, 1985) 
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Fig. 4 Stages of deformation at two different closing speeds for a six­
layer charge with alternate black and white layers (from Barone and
Caulk, 1985)

g(Xa,t) =0, (2)

which forms the perimeter of the material region in the Xl - X2

plane. Sections of this boundary are either fixed, corre­
sponding to the edge of the cavity, or free, corresponding to
the developing flow front.

For the present time, we regard the SMC as a transversely
isotropic continuum with its principal symmetry axis parallel
to e3 and let Vi be the components of its velocity vector. Based
on the experimental results discussed in the previous section,
we assume that the in-plane velocity components va satisfy

where a comma denotes partial differentiation. We also
neglect any volume change during flow, so that

From (3) and (4) it follows that

V3,33 = 0, (5)

which can be integr.ated with the kinematic boundary condi­
tion X3 = V3 = ± hl2 on the cavity surfaces to yield

V3 = (h/h )x3 • (6)

The other two velocity components have the general formVa ,3 =0, (3)

Vi,i=O. (4)
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Flg.5 Stages of deformation at a closing speed of 10 mm/s In a six.
layer charge with separate black and white regions (from Barone and
Caulk, 1985)

(8)

(10)

(15)

- P,a +na/3,/3 + 2fa = O. (12)

Each of the quantities defined in (11) has a simple physical in­
terpretation: P is a pressure resultant through the cavity
thickness, na/3 is a planar stress resultant, and fa are the com­
ponents of the friction force at the cavity surface, The
equilibrium equation (12) must be supplemented by the incom­
pressibility condition (4), which, for the velocity field
represented by (6) and (7), reduces to

va,a + hlh = O. (13)

To solve (12) and (13) for the unknown velocity components
va' we need to supply constitutive equations for the stress
resultant na/3' which measures the extensional response of the
SMC, and the surface traction fa' which measures the fric­
tional response at the interface between the cavity surface and
the SMC.

Since va is a two-dimensional field, boundary conditions
are specified only on the perimeter g(xa,t) = O. Let fa
designate the advancing free boundary of the compound and
let f 1 designate that portion of the perimeter (2) in contact
with the edge of the mold cavity. The outward unit normal va
to the perimeter is defined by

Va =g,a / (g,{3g./3)ll2 (14)

and the unit tangent vector Aa by vaAa = 0 and AaAa 1. On
a free boundary, we require that the stress resultant vanish and
that g(xa,t) represent the motion of a material surface. These
conditions may be expressed as

(-Poa/3+na{3)v/3=O, }
on fa

g,,+vag,a=O.

On a fixed boundary, the normal velocity vanishes and we
assume that the resultant shear caused by friction with the ver­
tical edge of the cavity may be neglected. These two conditions
are expressed by

(11)

Va = Va (X/3,t). (7)

Since V3 is determined entirely from h (t), and va is indepen­
dent of X3' the in-plane velocity field may be determined by
merely satisfying an integrated form of the momentum equa­
tions, as in elastic membrane theory. Certain details of the
three-~im.ensional stress distribution are lost in this approach,
but this IS compensated later by significant advantages in
characterizing the material response. With this as motivation,
we impose the following statement of equilibrium (neglecting
inertia)

where Tij are the components of stress. Since the compound is
incompressible, Tij can be decomposed in the form

Tij = - pOij + (Jij' (9)

where p is t~e pressure, oij is the Kronecker symbol, and (Jij is
the determmate part of the stress response. 4 Using this
representation for Tij' (8) can be expanded in the form

- [J~:I2PdX3L + [J~:12 (Ja/3dX3L+ [(Ja3]':ITzI2=0,

[ rhl2 (J3/3 dX3] + [ - p + (J33]':ITzI2 = O.J-1112 ,/3

The second of these is trivially satisfied by the symmetry of the
problem. With the additional definitions

J
hl2 Jhl2

p= hI2pdx3,na/3= (Ja/3 dX3,- -hl2

fa = (Ja3) = (Ja31 '
x3~h/2 X3= -hl2

the first equation in (10) reduces to

~ctuallY Ua 3 will also be a constraint response because of the condition (3),
but for reasons that will become evident later, it is not necessary to consider
these components separately.

(16)
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Material Response 

Since SMC flows with little or no transverse shearing, its 
rate of deformation inside the cavity is relatively small, mak­
ing a Newtonian-like stress response an attractive assumption. 
But since the material is, at best, transversely isotropic, the 
stress cannot depend on the rate of deformation alone (much 
less be linear) and still be invariant under superposed rigid 
body motions (Truesdell and Toupin, 1960). However, if we 
assume that the in-plane deformation does not significantly 
alter the random orientation of fibers, then the two-
dimensional stress resultant «a/3 can be an invariant function 
of the two-dimensional rate of deformation 

dafl= — (Va,P + Vg,a) (17) 

because the material remains isotropic in this plane. 
Therefore, we abandon any three-dimensional description 

of the compound and model it instead as a two-dimensional 
extensible sheet undergoing a squeezing motion governed by 
(12), (13), and the boundary conditions (15) and (16). We 
assume that nafi is a linear function of dafi, which, to be pro­
perly invariant, must also be an isotropic function of dal). The 
most general form for such a dependence is 

nali=h(\dyy5alj+2ndafl), (18) 

where X and /J. are scalar coefficients and the cavity thickness h 
is introduced in (18) to give X and p units of viscosity. In 
general, X and JX depend on the transverse temperature 
distribution, which, because of the condition (3), is indepen­
dent of xa. This temperature solution is available (Barone and 
Caulk, 1979), but we do not make explicit use of it in this 
paper. 

It is interesting to note that although the stress response for 
an incompressible linear viscous fluid is expressed in terms of 
a single viscosity coefficient, the representation (18) for the 
two-dimensional stress resultant may in general have two. This 
is because the planar dilatation daa is never zero during flow, a 
fact which follows from the incompressibility condition (13) 
expressed as 

daa + h/h = Q. (19) 

But this expression also implies that datX:ji = 0, so that when 
the constitutive equation (18) is substituted in the equilibrium 
equation (12), the resulting expression 

-P,a + iihva^ + 2fa=Q (20) 

does not include X. The only other place that X appears in the 
governing equations is in the boundary condition (15), on the 
advancing flow front. With (18) and (19), this boundary con­
dition reduces to 

-(P+\h)+2nhdcll3vavIJ = 0 o n r 0 . (21) 

Now since (P + \h)a = P a , the coefficient X may be ab­
sorbed into the definition of the pressure resultant and the 
solution for va determined independent of X. One must still 
reckon with X, however, since the other coefficient /* is deter­
mined by measuring the pressure exerted on the SMC during 
flow. In the remainder of this section we motivate a relation­
ship between X and JJ. by considering the principal mechanism 
that produces the resultant stress response na0. 

Consider a single fiber bundle oriented parallel to a given 
direction in the *, - x2 plane specified by the unit vector a = 
aaea. Now define 

don — a„d„aaa (22) 

as the extensional rate of deformation parallel to the fiber. 
Next, consider the extensional component of the stress resul­
tant along one of its principal directions specified by the unit 
vector b = i»„e„, i.e., 

Fig. 6 Geometry and coordinates in mold cavity 

We now assume that nbb is affected by the presence of the 
fiber parallel to a in direct proportion to the product 

Oa.bl. (24) 
Note that the value of (24) depends only on the direction and 
not the sense of both unit vectors. This assumption implies 
that the fiber bundle contributes to the principal stress 
response in proportion to: (f) the degree of relative motion be­
tween the fiber and the effective homogeneous continuum in 
the direction parallel to the fiber, and (if) the cosine of the 
angle between the fiber and the principal directions of the 
stress resultant nafj. In addition, we assume that this 
mechanism accounts for the entire material response 
represented by the constitutive equation (18). 

We now return to the actual compound with its random 
distribution of fibers and assume that the principal stress 
response nbb at any point xa is given by a simple average over 
all directions a in the plane. Accordingly, we assume that 

nbb= \n
dm 

IT JO 

\a-b\dO, (25) 

where 

a = cos0e [ + sin0e2, (26) 

and a depends on the resin properties and the volume fraction 
of fiber. 

Consider two simple cases for da$: 

d$=-(h/2h)8aP, (27) 

h/h ; a = /3 = l, 

0 ; a , i3^1 , 
(28) 

which both satisfy the incompressibility condition (19). The 
first is an equibiaxial deformation in the xx -x2 plane and the 
second is a one-dimensional deformation parallel to the x{ 

axis. In both instances e, is a principal direction and from (22) 
and (26)-(28) 

d$ = - (A/2/;) , d%> = - (h/h)cos2d. (29) 

From a combination of (18) with (25)-(29), we obtain 

2a r ""/2 

«\V= (h/2h)cosd d6=-(\ + n)h, (30) 
•w J o 

2fv f fl-/2 

nf,»= (h/h)cosi6d6=-(\ + 2ix)h. 
•x/2 

7T Jo 
(3D 

i = b„n apbp- (23) 

The first term in both (30) and (31) comes from the assumed 
response mechanism (25) and the second term from the con­
stitutive equation (18). By performing the integration in (30) 
and (31), and then eliminating a between the two equations, 
we determine the simple relationship between X and /z: 

X = 2^. (32) 

Substituting this relationship in the constitutive equation (18), 
we obtain 
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nali = 2fih(dyydcl0 + da8). (33) 

It is interesting to note that (33) now has the same form as the 
constitutive equation for an incompressible elastic membrane 
(Naghdi, 1972). 

Before closing this section, we consider the case when the 
friction at the cavity surface is identically zero and the entire 
boundary is free. In this case the general solution of (12) and 
(13), regardless of the shape of the boundary, is 

va={h/2h)xa. (34) 

Therefore, the material expands in equibiaxial, homogeneous 
deformation. The presence of friction will generally alter this 
symmetry, depending on the shape of the free boundary. We 
consider some alternative assumptions for the friction 
response in the next section. 

Friction Response 

The appropriate constitutive assumption forfa depends on 
the mechanism responsible for the fiction at the cavity sur­
face. In this section we examine the implications of three sim­
ple assumptions. 

Constant Friction. The simplest possible assumption is to let 
fa be constant in magnitude, say K0, SO that 

/ a = - « 0 " « . (35) 

where ua is the velocity direction vector defined by 

ua = va/(v0vp)"\ (36) 

Substituting (35) into the equilibrium equation (20) yields 

-P,a + nhvaM-2Koua=0. (37) 

The velocity field for this case is determined by solving (37) 
together with the incompressibility condition (13), subject to 
the boundary conditions (15) and (16). It is easy to see from 
these equations that the solution for (hva) is independent of h. 
This means that the instantaneous cavity separation only af­
fects the overall magnitude of the velocity, and not its 
distribution. Therefore, two charges with identical shape but 
different thickness will have identical flow patterns for the 
same closing speed -h. Since this result contradicts the ex­
perimental observations of Lee et al. (1984) as well as those 
discussed later in this paper, we do not consider this case 
further. 

Hydrodynamic Friction. The next assumption we consider 
is motivated by the existence of a very thin resin-rich boundary 
layer adjacent to the cavity surface. This thin layer of fluid 
may serve to lubricate the relative motion between the SMC 
and the mold. Since the mold velocity is perpendicular to the 
cavity surface, this friction mechanism can be characterized by 

/ „ = - « * « « . (38) 
where KH depends on the surface resin properties and the 
boundary layer thickness. We assume that the layer has a 
uniform thickness and temperature so that it is reasonable to 
assume that KH is constant. With this assumption f o r / a , the 
equilibrium equation (20) becomes 

-Pj, + nhvaJV-2KHva = 0. (39) 

As an example, consider a circular region with an entirely 
free boundary of radius R(t). In this case 

g(xa,t)=x2+xj-R2(t) (40) 

and the velocity field, which follows directly from (13) and the 
circular symmetry, is 

va = -(h/2h)xa. (41) 

The corresponding pressure distribution follows by integrating 
(39) with the boundary condition (15), to yield 

P=-3^h[l+^-^-(R2-r2)], (42) 

where r is the radial coordinate. To aid in interpreting this 
result, it is convenient at this time to consider a relationship 
between the pressure resultant P in the SMC and the normal 
stress vector T33 on the cavity surface, through which the load 
of the press is transmitted to the material. First we assume that 
(T33 is negligible compared to the pressure, so that T33 = — p. 
This is justified by the fact that the fibers are aligned perpen­
dicular to x3. Then, since the pressure must be symmetric 
about xt = 0, we would expect its transverse gradient to be 
small when h is small. Therefore, we assume that 

P/h=p=-T„. (43) 

Using this assumption, the average pressure p exerted by the 
mold on the compound can be computed by integrating (42) 
over the region defined by (40). The result is 

• / 1 R2 \ 
p=-h[?>fi/h + —KH-^ry (44) 

The first term in (44) represents the pressure required to over­
come the resistance of the material to extension. The second 
term represents the frictional resistance. Therefore, the fric­
tion contributes more to the average pressure as R/h increases, 
or as the flow progresses. 

To understand the relative importance of the material 
resistance and the friction in a more general context, consider 
the following dimensionless variables motivated by the above 
solution 

xa=xa/L , t = log[h0/h(t)) , P= -P/ph, (45) 

where h0 = h(0) is the mold separation at the beginning of 
flow and L is a characteristic planar dimension. In terms of 
these variables, the equilibrium equation (39) becomes 

-P„ + vaJV-2(^j£-)va = 0. (46) 

Therefore, the friction term becomes more important as the 
region becomes larger, and thinner, and as /x decreases due to 
heat conduction from the mold. All these trends occur as the 
flow progresses. 

Coulomb Friction. Next we assume that the friction arises 
from direct fiber-to-metal contact without significant resin 
lubrication. The friction force / „ is taken proportional to the 
normal stress vector at the cavity surface, so that with (43) 

fa=-Kc(P/h)ua. (47) 

In this case the equilibrium equation becomes 

-P,a + lihvaM-2KC(P/h)ua = 0. (48) 

Corresponding to (42), the pressure resultant over an ex­
panding circular region is 

P=-3jih e x p l - ^ - ( R - r ) ~ \ (49) 

and the average pressure at the cavity surface is 

,B-3„_|_1+2E; (W + 2), J. (50) 

Here again, friction contributes more to the average pressure 
as the flow progresses. The dimensionless form of (48) cor­
responding to (46) is just 

-P,a + vaM-2^Y-)Pua = 0. (51) 

Here the important dimensionless group is KCL/h, which does 
not include n and only has L to the first power. Therefore, the 
importance of friction may not increase as rapidly in this case 
as the flow progresses. 
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Since Coulomb and hydrodynamic friction influence the 
developing flow in. a similar qualitative manner, they must be 
further examined in light of quantitative experimental results. 
This is pursued in the next two sections. 

Thin Charge Approximation 

To further compare the different constitutive assumptions 
for the friction response, it is useful to consider the case when 
the material resistance may be neglected relative to friction. 
Based on the nondimensional equations (46) and (51) in the 
previous section, this approximation would be appropriate for 
very thin charges. For simplicity, we also confine attention in 
this section to the case when the entire boundary is free. 

Hydrodynamic Friction. Neglecting the material resistance, 
the governing equations for hydrodynamic friction reduce to 

VP + 2KH\ = 0, 
(52) 

subject to the condition P = 0 on the free boundary (2). Tak­
ing the divergence of (52), and combining the result with (52)2 

yields for P 

V2P=2nHh/h. (53) 

Therefore, the pressure resultant satisfies Poisson's equation 
and vanishes on the boundary. The velocity field can be com­
puted by substituting the solution for P into (52)!. It is in­
teresting to note that the specific values KH, h, or h do not af­
fect this velocity field apart from a change in time scale; hence 
the deformation history resulting from the solution to (52) 
depends only on the initial geometry of the charge. 

Consider an elliptical charge with major and minor axes 2a 
and 2b, respectively. Then the initial boundary of the region is 
specified by 

The solution of (53) which satisfies P = 0 on (54) is 

so that from (52), 

/ h\ xxb
2 / h \ x2a

2 

Vi=- KT)IFT* 'V2=- KT)-*T*- (56) 

The solution is not valid for t > 0 unless the region remains 
elliptical as the flow progresses. If this is true, then a and b 
must be functions of time with rates consistent with (56), i.e., 

/ h \ ab2 . ( h \ ba2 

a= ~ hrJ^Tb2- 'b=~ \r)i^w (57) 

But the entire boundary g(xa,t) based on these functions must 
also satisfy the material surface condition (15)2. This can be 
verified by a straightforward calculation. Therefore, the 
boundary does remain elliptical and the progression of the 
flow front is obtained by integrating (57),2 for a(t) and b(t). 
One integral follows immediately from conservation of 
volume: 

aM = constant = «0&0/;0, (58) 

where a„ = a(0), b„ = b(Q), and h0 = h(fi). The other can be 
obtained by combining (57), 2 in the form 

da-bb = 0 (59) 

and then integrating to obtain 

a2 -b2 = constant = a\ - b2. (60) 

In terms of the instantaneous eccentricity e(t) of the ellipse, 
this integral may be expressed in the compact form 

ae = constant, (61) 

which says the boundary of the region approaches a circle 
(e — 0) as the flow progresses. The explicit solutions for a and 
b in terms of h„/h follow from a simultaneous solution of (58) 
and (60). 

Coulomb Friction. In the absence of material resistance, the 
governing equations for Coulomb friction become 

VP + 2(Kc/h)Pu = 0, 
(62) 

V»v + /i//i = 0. 
By taking the curl of (62),, it is easy to show that 

V X u = 0 or M , 2 - M 2 , =0 . (63) 

Let s be a measure of arc length along a streamline. Then since 
u is the unit tangent vector to the streamline, 

~ = "cpUg = ue<au& =—(«„«„) , „ = 0, (64) 

so that every streamline must be straight. From (62), the 
pressure gradient is always parallel to the streamlines, and 
since the boundary is a line of constant pressure,5 the 
streamlines must intersect the boundary at right angles. Hence 
the streamlines are uniquely determined by the geometry of 
the region. The magnitude of the velocity along these 
streamlines may be found by integrating (62)2. Again, the 
deformation history turns out to be independent of KC, h, and 
h. The details of this analysis are given in the Appendix, 
where we again obtain an analytical solution for an ellipse. In 
this case, the result is simply 

«(ff2-&2)1/2 = a2e = constant. (65) 

By comparing (61) with (65), it is clear that Coulomb friction 
causes the ellipse to approach a circle more rapidly than 
hydrodynamic friction. 

Experiments With Elliptical Charges 

To experimentally evaluate the alternative assumptions for 
the friction response, we examined the developing shape of an 
initially elliptical charge at various stages of deformation. We 
used a sheet molding compound consisting of (by weight) 30 
percent chopped glass fibers about 25 mm long, 30 percent 
polyester resin, and 40 percent powdered calcium carbonate 
filler. The sheet had a nominal weight specification of 16 
oz/ft2 (4.9 kg/m2) and measured approximately 2.6 mm 
thick, devoid of air. The mold had a plane rectangular cavity 
measuring 530 mm by 610 mm, but the flow front never 
reached the edges of the cavity in the experiments. The mold 
was mounted in a 500 ton hydraulic press and heated to a 
nominal surface temperature of 160°C. Any intrinsic non-
parallelism between the press platens was corrected by using 
the mounting procedure discussed by Barone and Caulk 
(1985). Parallelism during the actual flow was monitored by 
LVDT's at each corner of the mold. In all cases these 
measurements showed no more than 0.1 mm deviation from 
parallel across the cavity surface. 

We first checked the material for random fiber orientation 
by making short moldings from initially circular, single-layer 
charges. Any systematic deviation from randomness in the 
fiber orientation would introduce asymmetry in the develop­
ing flow front. A typical result from this test is shown in Fig. 
7, where the deformation was about 160 percent. The flow 
front shows random deviations from a circle on a scale less 

5 This follows from the boundary condition (15),, after the material resistance 
has been neglected. Note, however, that since V P always vanishes with P, only 
a trivial solution for the pressure resultant will satisfy P = 0 on the boundary. 
Therefore, it is necessary to retain the material resistance in (15),, however 
small, when solving for the pressure resultant. This apparent inconsistency is 
reconciled by the fact that in this case the velocity field may be determined in­
dependently of P (see Appendix). 
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Fig. 7 Flow-front configuration after a thickness reduction of 2.6 to 1.0 
mm on a single-layer circular charge 

4 - LAYER 

I - LAYER 

Fig. 8 Flow-front progression from identical elliptical charges made 
from one and four layers of SMC 

than 1 cm. Based on this result, we can be confident that our 
later conclusions are not affected by initial anisotropy of the 
material. 

To evaluate the analytical solutions in the previous section, 
we made short moldings from elliptical charges measuring 400 
mm by 200 mm along the major and minor axes. Assuming 
that the inertia and elasticity of the SMC are negligible, these 
short moldings should give an accurate picture of the develop­
ing boundary profile during flow. The mold was closed at 
the relatively rapid rate of h = 10 mm/s to minimize the in-
Journal of Applied Mechanics 

4 - LAYER 

I - LAYER 
Fig. 9 Comparison of experimental flow-front progression ( ) in 
one and four-layer elliptical charges with the analytical result (—) , 
given by (61), which was obtained for hydrodynamic friction, neglecting 
material resistance 

fluence of any heat conduction on the results. Flow times at 
this speed ranged from 0.16 s to 0.64 s, depending on the 
charge thickness. Repeatability in the resulting flow fronts was 
remarkable, considering the nature of the material; after more 
than 100 percent deformation, differences in corre­
sponding samples occurred randomly on a scale less than 1 
cm. 

Figure 8 displays typical results obtained with one and four-
layer charges at three different stages of flow. The single-layer 
charge clearly shows greater proportional extension of the 
minor axis relative to the major axis than the four-iayer 
charge. Since the constant friction assumption implies that the 
deformation history is independent of charge thickness, these 
results confirm the earlier elimination of that alternative. 

In a previous section we noted that in the absence of fric­
tion, the material undergoes a homogeneous, equibiaxial 
deformation given by (34). This causes an ellipse to deform in­
to a larger ellipse with the same ratio of major to minor axes. 
When friction is present, this symmetry is lost, and the ellipse 
approaches a more circular shape as the flow progresses. Both 
hydrodynamic and Coulomb friction imply that the effect of 
friction increases as the charge thickness decreases. Therefore, 
we would expect to see a thinner ellipse approaching a circle 
faster than a thicker one. This result is consistent with the 
qualitative trends evident in Fig. 8. 

The analytical solutions for elliptical charges obtained in the 
previous section were based on the assumption of a negligible 
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4 - LAYER 

I - LAYER 

Fig. 10 Comparison of the experimental flow-front progression 
( ) in one and four-layer elliptical charges with the analytical 
result (—) , given by (65), which was obtained for Coulomb friction, 
neglecting material resistance 

material resistance, which should be appropriate, at best, for 
very thin charges. The analytical solution (61) for 
hydrodynamic friction is compared to the experimental results 
in Fig. 9 and the corresponding solution (65) for Coulomb 
friction is compared to the same results in Fig. 10. Since the 
degree of approximation in these solutions is directly propor­
tional to the value of h, we should see a relatively rapid con­
vergence of the experimental results to the analytical solution 
as the material thickness is reduced by a factor of four. This 
seems to be true only for hydrodynamic friction (Fig. 9). 
Therefore, we conclude from this evidence that hydrodynamic 
friction is the best assumption among the alternatives 
considered. 

Discussion 

In this section we discuss the relationship between certain 
results obtained as part of this work and previous analysis of 
the flow of SMC by Tucker and Folgar (1983). These authors 
modelled SMC as an isotropic Newtonian fluid using the usual 
lubrication approximations, which neglect inertia and normal 
stresses. This approach gives a parabolic velocity profile 
through the thickness of the cavity and yields for the govern­
ing equations: 

. h2 

V2p=12[ih/h3 , v = Vp, (66) 
12ft 
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where ix is the viscosity and v is the average velocity through 
the cavity thickness. The pressure p vanishes on a free boun­
dary and its normal derivative is assumed to be zero when the 
boundary is fixed. It is a simple matter to show that the history 
of deformation satisfying (66) does not depend on p, or on the 
instantaneous values of h or h. It depends only on the shape of 
the cavity and the initial geometry of the charge. If we identify 

6p/ft2 = KH, (67) 

then (66), 2 become formally equivalent to (53) and (52),, 
which correspond to the thin charge approximation with 
hydrodynamic friction. This explains why Tucker and Folgar 
(1983) obtained successful correlation between numerical solu­
tions based on (66) and their own experiments on single-layer 
rectangular (75 x 150 mm) charges. In a subsequent paper 
Lee et al. (1984) showed that this correlation breaks down 
when the same charge is made from three layers of SMC. 
These observations are both confirmed by our own experimen­
tal work and consistent with the present model. Although Lee 
and Tucker (1983) later attempted to explain the different 
behavior in thicker charges by imposing a static variation in 
the fluid viscosity through the cavity thickness, their basic 
model of SMC as a classical fluid is still not consistent with the 
observed kinematics of the flow (Barone and Caulk, 1985) or 
the obvious anisotropy of the material. 
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A P P E N D I X 

In this appendix, we determine the general solution to the 
approximate equations (62), which are valid for Coulomb fric­
tion with negligible material resistance. We also obtain an ex­
plicit solution for an elliptical free boundary. 

Recall that the streamlines corresponding to (62) must be 
straight and intersect the free boundary at right angles. Each 
streamline emanates from a stagnation point inside the region 
located by its intersection with one or more other streamlines. 
In general, the locus of these stagnation points will be a con­
nected curve which may have one or more branches. 

To construct a general solution, we introduce a system of 
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normal coordinates sa in the region, where i1, is the arc length 
along the free boundary and s2 is the distance inward from the 
boundary along the streamline u(.?,). Let r(s{) denote the 
position vector to a point s, on the boundary and let p (sa) be 
the position vector to any point sa inside the region. Then 

p ( s a ) = r ( s 1 ) - s 2 u ( 5 1 ) , 041) 

where the minus sign occurs because s2 increases in the direc­
tion opposite to flow. The base vectors associated with sa are 
simply 

g ,= dp/as, = ( 1 - K S 2 ) X U , ) , 042) 

g2 = dp/ds2=~u(sx), (A3) 

where K(S{) is the boundary curvature and X = dr/dsl is the 
unit tangent to the boundary. If v(sa) is the magnitude of the 
velocity vector, then in these coordinates the contravariant 
components of v are 

v1=0 ,v2=-v, 044) 

so that 

^.y = Vf\ =—l—Tl,v, (-45) 
ds2 

where a vertical bar denotes the covariant derivative and Vj$y 

are the Christoffel symbols, defined by 

r g y = g a ' g f t 7 . (46) 
From (A2) and 043), it is easy to show that in this case 

\-KS2 

so that the incompressibility equation may be written in the 
form 

dv KV h 
Vy + h/h= + + - ^ = 0 (-48) 

ds2 1 — KS2 h 

or 

— [ V ( 1 - K S 2 ) ] = — ( 1 - K S 2 ) . (A9) 

ds2 h 

The solution to this equation is 

h T / 1 — KS* \ 2 1 

where s* = s* (s,) is the length of the streamline st. Since s2 = 0 

on the boundary, the normal velocity of the flow front is 
simply 

hs* / 1 \ 
vu = v(slt0)= — ̂ i-_„*j. (All) 

The solution (A 10) is valid for any region where the entire 
boundary is free. 

Consider now the elliptical region defined by (54) and let the 
position vector r be written in terms of the polar angle 6. Then 

r = « cos0 ej +b sin0 e2, (-412) 

and the outward unit normal to this boundary is given by 

v = @-l(b cos0 e, +a sinfl e2), 0413) 

where 

/32 = a2sin20 + Z>2cos20. (A14) 

The stagnation points for this region all lie along the major 
axis of the ellipse, and from the geometry of the problem, it is 
easy to show that the length of each streamline is 

s* = (b/a)P (A15) 

and the curvature at any point on the boundary is given by 

K = ab/&i. (/116) 

The velocity of the flow front now follows from (A 11), (^415), 
and (A 16): 

u = -^-(6/a)/s[l—Y(b/Ii)2\ (/tl7) 

This solution will not be valid for t > 0 unless the region re­
mains elliptical as the flow progresses. For this to be true, the 
boundary velocity 0417) must identically satisfy (15)2 when 
the major and minor axes extend consistent with 0417): 

1 / h \ b2 • ( h \ r 1 / b2 \~\ 
fl=~(x)T'6=-(T-)T~(-^-)J- (^18) 

This can be verified by a straightforward calculation. Now 
from (58) and (A1S) 

A.(a*) = Ma= - 2 ~ a2b2= -2 ± a2
0b

2
0h

2
0 

= -^(h~2)a2
0b

2X, (-419) 

which may be integrated to yield the desired result: 

a4 - a2
0b

2
0h

2
0/h

2 = aA - a2b2 = a2(a2 - b2) = constant. 0420) 
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The Stress Field Induced by a 
Twisting Sphere 
Analytical solutions are presented for the stress field induced in an elastic half space 
by a sphere pressed normally into its surface, and twisted. It is found that the 
stresses decay rapidly with depth, and that the severest stress state occurs in the sur­
face. Cases of both partial slip, i.e., where there is a central disk where no relative 
rotation occurs, surrounded by a slip annulus, and full slip where the disk 
degenerates to a point, are considered. The largest tensile stress, associated with brit­
tle fracture and cracking, occurs on the edge of the contact circle, while the greatest 
tendency to yield, by von Mises criterion, occurs somewhere within the slip annulus, 
depending on the coefficient of friction. Twisting has a first order effect on the 
strength of contact as measured by each of these criteria. 

Introduction 
Stresses induced by Hertzian contact have been found for 

all configurations of the contacting bodies, due to both a nor­
mal load, and the effect of a tangential force sufficient to 
cause sliding (Bryant and Keer, 1982, Sackfield and Hills, 
1983a, 1983b, 1983c). However, there are comparatively few 
solutions in the literature for the case of a Hertzian contact 
which is undergoing a relative twist. In this paper, we restrict 
ourselves to a study of circular contacts, formed by the press­
ing of a sphere into a half space, since this is the only axisym-
metric configuration which leads to a static, constant stress 
field in the contacting bodies. Besides their fundamental 
significance, the results should be of interest to an under­
standing of the strength of rolling contact involving a spin 
component, such as is found beneath a railway carriage wheel, 
or in balldrive mechanisms, although their application to these 
cases involves further approximation. However, the results as 
presented may be used to analyze fretting and wear tests where 
the geometry of test is exactly that described above, and which 
is currently in vogue (Kennedy and Peterson, 1982, 1983). 

If a linear elastic sphere is pressed normally on to a half 
space with the same elastic constants, the resulting contact is a 
classic Hertzian configuration (Timoshenko and Goodier, 
1951). The stresses in the neighborhood of contact are iden­
tical in each body, and hence the radial displacement of sur­
face particles is also identical, so that no shear tractions 
develop. The prior determination of the contact radius follows 
standard lines, and throughout the paper we shall nondimen-
sionalize the coordinates with respect to this contact radius, a. 
The surface tractions in this case are given by (Fig. 1) 
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stick slip 

CJ> M 

Fig. 1 Coordinate set used 

Po 

r>\ 
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(1) 

where p0 is the peak Hertzian contact pressure. 
A couple of magnitude M is now applied, and shear trac­

tions o\.0 will arise. If it is assumed that the contacting faces re­
main adhered over the entire disk r < 1, infinite shear trac­
tions arise at the periphery of contact, as shown by Mindlin 
(1949). It is clear that the direct traction here is insufficient to 
maintain stick, and that there will be an annulus where the 
shear traction is limited by friction, while the central disk re­
mains adhered. Therefore, we have a mixed boundary value 
problem, where, in addition to conditions (1) 
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Fig. 2 Penetration of slip band with increasing applied moment 

us = constant x r r<c 

fPo 
= VT 

, = 0 

c < r < l 

r>l 

(2a) 

(2b) 

(2c) 

where/is the coefficient of friction, and c is the radius of the 
stick/slip boundary. Lubkin (1951) considered this problem 
further and obtained closed forms for the surface traction cor­
responding to equation (2a) 

-VT^72[l + ~[K(k)[F(c,<j>) -E(c,<f>)] 
fPo 

-E(k)F(c,4> 

0<r<c 

where sin</> = 

(3) 

1 
k2 = V 

and F(x,d), E(x,d) are incomplete integrals of the first and 
second kinds, respectively, whose complete counterparts are 
K(x),E(x), all tabulated by Abramowitz and Stegun (1972). 
Lubkin also determined the relationship between the applied 
couple and the size of the stick zone, with the result (Fig. 2) 

-lkK(k)sm-l(c)-l k2K(k)\jo 

o 

sin l(c sin a) da 

(1 - c2 sin2a)3/2 

sin '(c sin a)da ~) 

( 1 - c 2 sin2a) l / 2 i 

It may be noted that as c —• 0 the above reduces to 

M 

fpa 
3TT 

IF" 

(4) 

(5) 

This is the moment sustained by friction under "spin" con­
ditions, where the relative rotation between the two contacting 
bodies may take any value. 

Equations (1, 2b, 2c, 3) constitute a well posed problem of 
the first kind in the theory of linear elasticity, and it is the ob­
ject of this paper to derive the complete stress fields generated, 
and to determine the effect of torsion on the contact strength. 
It may be noted that direct loading gives rise to displacements 
in the r and z directions alone, while, from Michell's theorem, 
torsional loading gives rise to only a 6 direction displacement 
(Michell, 1899). Therefore, the two problems are uncoupled, 
and results for stresses induced under the "spin" conditions 
are valid whether or not the elastic constants of the bodies are 
similar, since, in the steady state, the shear traction is directed 
precisely in the 8 direction. A determination of the interfacial 

Fig. 3 Stresses generated under full-slip conditions: (a) ar6/fp0; (b) 
"6z/fPo 

tractions for dissimilar elastic bodies undergoing torsion less 
than the limiting value, and which may be thought of as the 
corresponding transient problem, is not attempted. 

Full Slip Solution 

Derivations of the stress field corresponding to axisym-
metric Hertzian contact are treated extensively in the 
literature, and will not be reproduced here (see e.g., Sackfield 
and Hills, 1983c, Huber, 1904). The problem posed is, 
therefore, given by boundary conditions (2b, c), with c = 0. 
This has been treated before, by Hetenyi and McDonald 
(1958). 

Since there is only one nonzero displacement, an examina­
tion of the equilibrium equations in cylindrical coordinates 
reveals that the only nonzero stresses are ae?, ar t. Hetenyi and 
McDonald solve the problem by expressing the equilibrium 
conditions in terms of Bessel functions, with the result 

fPo 

fPo 

^-\"e-"J2(rt)J](Vit)dt 
L Jo 

-^[V*/j(rt)^(V40A 
/ Jo 

(6) 

(7) 

where 7,, J2 are Bessel functions of the first kind. Numerical 
evaluation of the integrals in equations (6, 7) presents great 
difficulty, since the Bessel functions are of course, oscillatory, 
and the magnitude of the integrand will decay only slowly for 
small z. Therefore, this method was not adopted, and an alter­
native scheme due to Green and Collins, recently reported by 
Barber (1983), was adopted. 

Since ur = uz = 0, we require a potential to represent ue 

alone. Letting 
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1 dip 
(8) 

/x dr 

where /* is the modulus of rigidity, enables us to write the 
stress components as 

d f 1 ty d r 1 df 1 

d2t 
n drdz 

Now let (Barber, 1983) 

(9) 

(10) 

1> =fp0Im\j(t)ln[(r2 + (z+it)2)W2+z + it}dt (11) 

so that 

_ — =fp Im \ , (12) 

Differentiating again 

<7te 1 d2\j/ 

fPo fPo drdz 
-4-toV , 8{t)dt (13) 

dr Jo slr2+(z + it)2 

It is clear that provided g(t) is real, the integral has no im­
aginary part on z = 0 for r > 1, so that (2c) is satisfied 
automatically; while on z - 0 for r < 1, the following Abel 
type integral equation results, from 2(b) 

- d f g{t)dt 

6V J/- VT^T1 = V l - r 2 

which may be inverted (Barber, 1983, Table 2) to give 

2 / | 
*(0=-^(A-(f')-£(*')] 

(14) 

(15) 

where/ ' =Vl -t2 

With the potential established, determination of the stress 

1-5 r 

Fig. 5 Stresses generated under partial slip conditions, c 
"ro^Po'' (b) "ez/fPo 

1-5 r 
= 0.5; (a) 

field follows Green and Zerna's method (Green and Zerna, 
1968). From (9, 10) 

" g(t)sin(3a/2)dt 

- ! • 

"a 

<^ = 2 # ( / ) 

n3 
(16) 

[p sin a + z sin(a/2) + / cos(a/2)j<# 

p [ (p cos(a/2) + z)2 + (p sin(a/2) + /)2 ) 

g ( t ) 
Z s in(3a /2) - / cos(3a/2)]<ft (17) 

wherepA (t) = (r2+z2-t2)2+4 z2t2 p>0 

2zt 
tan a ( / ) : 0<a<7T 

The intergrals (16, 17) are both well behaved and readily 
converge numerically with the kernel given by (15). Contours 
of the stresses a^, aBz under full slip conditions are shown in 
Fig. 3. They fall off rapidly with depth and hence some atten­
tion will be focused on the surface where the effect of twist 
predominates. aez is, of course, fully specified by boundary 
conditions (2b, c) so that only a^ remains to be found. 

Setting——=-fp04> 
dr 

we see from (9) that 
ar6 

fPo 

4> d(j> 

dr 

From (11, 18) 

<t>= f g'(t)^r2-t2dt 
r Jo 

(18) 

(19) 

(20) 
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Combining 
04 2 f t2E(t')dt 
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This integral, though improper if r < 1, is readily evaluated Fig- ̂  Contributions of normal and twist loading to second deviatoric 
numerically by Gauss-Chebyshev quadrature (Conte and de s t r e s s invar ian< 

Boor, 1972). As noted by Hetenyi and McDonald, the surface 
shear tractions given by (2b, 21) remains finite as 

r—0, i.e., °rB 
-~\ 

fPo 2 fPo 

wheras both are required to vanish at all z along the axis of 
symmetry. This doubled valuedness was mentioned by 
Deresiewicz (1959), who also shows that for r < 1 (only), 

Journal of Applied Mechanics 

equation (21) may be written in terms of a hypogeometric 
function thus 

fPo 

3w 

no* H-f-h*-f--f^}] 
(22) 
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Fig. 8 Development of surface yield parameter with increasing friction, 
c = 0.7 

Partial Slip Solution 

Under partial slip conditions, a solution corresponding to 
boundary conditions (2), c > 0, is obtained by superposition. 
First, assuming full slip (c = 0), the stress field given in the 
above section is found. Then, a "core" of shear traction 

fPo 
-= - V l - r 2 Q<r<c (23) 

is added to cancel the full-slip solution, and a further traction 
equivalent to (3) added. It transpires that another form of (3), 
given by Deresiewicz (1954), is more suitable in subsequent 
computations, viz, 

fPo 

2 P*/ 
- = rs/c2 — r2 \ 

TV Jo 

k2sin2a/(l-r2)da 

[1 - A:2sin2a/(1 -/-2)}Vl -Ar2sin2a 

(24) 

0 < r < c 

Determination of the stress fields induced by (23, 24) 
follows a generally similar recipe to that described in the 
previous section, where we seek functions g0(t), corre­
sponding to (23), and gi (0» corresponding to (24). These are 
determined by inverting Abel type integral equations similar to 
(14), viz 

a fc g:(t)dt CTL 

dr, V F ^ fPo 

0-1 0-2 03 0-4 0-5 0-6 0 7 0-8 f 
Fig. 9 Elastic limit according to von Mises criterion 

giving go(t) = t\F(x, t') -E(X, f ) + V P ^ T 2 ] 
•K \. c J 

(26) 

Si W = - 7 - ({[KW - * ( * ) ] - \F(n. f) -E(n, f)]] (27) 

J_ \c2-f-
c 

where s i n x = — A | 2 , sm-q =— 

Stresses are given by (16, 17), mutatis mutandis. 
Again of particular interest are the surface stresses, and, 

since a6z is specified by (2b, 2c, 3) attention is concentrated on 
<rrt. Within the disk 0 < r < c each body undergoes a rigid 
body rotation, since all corresponding particles are assumed 
stuck. Therefore, there are no displacement gradients in the r 
direction, and art = 0. Outside this disk the same method is 
used as for full slip, with which it is superimposed, where, in 
equation (20), g' (t) is replaced by g^(t) + g{(t) and s is set 
to c. After considerable manipulation, some details of which 
are given in the appendix, this yields 

Ore 2 k 

fPo 3TT re 
,2(c2-r2)K(c/r) + (2r2 -c2)E(c/r)] 

^\Co^FlE^n+E^n} dt 

r>c 

(28) 

The integral is proper for r < c and readily evaluated 
numerically, while on the stick/slip boundary r = c 
Gauss-Chebyshev quadrature may again be used, and the first 
term in the equation simplifies yielding 
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Fig. 10 Variation in more positive principal stress with radius, full slip 

rp0 3-7T 7«r Jo Vc2-f2(- ' 

(29) 

r = c 

It may be noted that equation (29) yields a value of arg iden­
tical in magnitude (but of opposite sign) to that obtained 
under full slip conditions. Therefore, <jrg falls continuously to 
zero as r tends to c from above. Surface values of the stresses 
are given in Fig. 4, while in Fig. 5 contours of a^, aez are 
shown for a specimen value of c, viz 0.5. It may be noted that 
there are no difficulties in double valuedness at the origin, 
providing c > 0. 

Elastic Limit 

Resistance to yielding is assumed by von Mises criterion, 
i.e., 

J2=-£-[(arr- °ee)2 + (°w -°zz)2 + (°« ~ O 2] + 

+ a% + al + <j2
rz^T2

0 (30) 

where T0 is the yield stress in pure shear. Contours of the yield 
parameter V72/p0

 a r e plotted in Fig. 6 f o r / = 0.0, 0.4, 0.6, 
and c = 0.5. It is clear that the well-known subsurface max­
imum found under twist-free conditions is not affected (since 
ar0, adz — 0 as /•• — 0), and the deviatoric component due to 
those stresses does not build up as quickly as that due to nor­
mal loading falls off, in the neighborhood of this maximum. 

11 CT^aX 

6 0-1 02 03 0-4 0-5 0-6 07 f 
Fig. 11 Magnitude and orientation of more positive principal stress, 
full or partial slip 

A comprehensive range of plots has been made, and all lead to 
the same conclusion. Therefore, the primary effect of twist is 
on the surface strength. 

Since normal loading contributes only to the direct stresses 
together with arz, while twist contributes only to the other two 
shear terms, there is some merit in plotting each component 
separately, for different c, so that the relative contributions of 
each form can be visualized for different coefficients of fric­
tion, Fig. 7. In every case the severest state of stress occurs 
within the slip annulus, though its exact location depends on 
the coefficient of friction, Fig. 8; for low coefficients of fric­
tion the maximum is near the edge of contact, but moves in­
wards a s / i s increased. 

A summary of the elastic limit, i.e., the largest pressure 
which may be sustained without yielding, is given in Fig. 9. 
The contact strength is not influenced below a coefficient of 
friction of about 0.3, and the maximum reduction in strength 
occurs under full slip conditions. For full slip, surface-
controlled yielding, the elastic limit is first reached at the 
origin and takes a very simple form. Equation (30) becomes 

Pi 3 V 2 / 4 L Po J 

where v is Poisson's ratio. 
Therefore, under spinning conditions the point of first con­

tact and a subsurface point on the axis of symmetry are the 
two controlling points. 

Brittle Failure 

While spin may not always influence yielding appreciably, it 
does have a significant effect on the maximum tension 
generated in the surface, even at modest coefficients of fric-
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tion. Figure 10 shows the variation in the more positive prin­
cipal stress with radius, for full slip, and it may be noted that 
the region of tension is confined to a narrow annulus at the 
edge of contact. It is found that the greatest tension is always 
at the periphery of contact, and its value and orientation are 
shown for both full/partial slip conditions in Fig. 11. For full 
slip the magnitude of the maximum tension is given by 

Summary 

The complete stress field beneath an axisymmetric Hertzian 
contact undergoing twist has been found. It is revealed that 
stresses due to torque decay very rapidly with depth, and, 
since they also vanish both on the axis of symmetry and for 
large r, their influence is confined to a near-surface zone, prin­
cipally within the slip annulus beneath contact. The tendency 
of the contact to yield is influenced only for large coefficients 
of friction (f > 0.3), but there is a steady increase in the 
magnitude of the maximum surface tensile stress with / . 
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A P P E N D I X 

Some intermediate steps in the determination of equation 
(28) are as follows. Combining equations (19) and (20), and 
specializing 5 to c gives 

o% _ 1 [c gU)tdt 1 r c g'(t)t2dt 

fp0 r2 Jo V r 2 - 1 2 r2 Jo yfr2-t2 

r2 Jo 47r^(2 It' J df I t i 

where g(t)=g^(t)+g[(t) 

And 

d fg(O-) 2 r f Vl kt'c 

t' k t' -) 
+ —E(x,t') + / - . 

t2 C -Jt'
2-k2) 

= -^-\E(r,,f)+E(X,f)—y'^-^2] <34) 

Substituting equation (34) into (33) and carrying out the in­
tegration yields (28) directly. 
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Surface Waves Guided by the 
Exterior of a Rectangular Elastic 
Solid 
We show that surface waves can be guided on the exterior of an isotropic elastic bar 
with a rectangular cross section. We assume that the dimensionless wavenumber is 
sufficiently large that elastodynamic ray theory is valid. Dispersion relations are ob­
tained and representative curves for various cross sections are shown. 

1 Introduction 
The study of surface waves guided by elastic solids is of in­

terest in ultrasonics, geophysics, the design of mechanical 
devices for electronic circuitry, and other areas. White (1970) 
has discussed applications for electronic circuitry; Tiersten 
(1969) has considered elastic surface waves guided by thin 
films; and Freund (1972) has shown that surface waves can be 
guided by a slit in an elastic solid. 

We show that an isotropic elastic solid with a rectangular 
cross section and infinite length can guide surface waves on its 
exterior. Our results are presented from the point of view of 
elastodynamic ray theory. The application of this theory to the 
scattering of waves by cracks in elastic solids is discussed by 
Achenbach, Gautesen and McMaken (1982). We make the 
assumption that the corners of the rectangular solid are suffi­
ciently far apart that they can be treated independently. 

This assumption implies that the wavenumber times the 
smallest dimension of the rectangular cross section should be 
large. Experience (e.g., see Achenbach et al., 1982) has shown 
that this number need not be very large to obtain good results. 
This assumption also requires knowledge of the problem of 
the scattering of obliquely incident surface waves in an elastic 
quarterspace (the canonical problem). Gautesen (1986) has 
recently studied this problem. From the discussion presented 
herein, it is clear that surface waves can also be guided by a 
rectangular solid whose cross section is a polygon. However, 
the lack of knowledge of the associated canonical problem(s) 
prevents one from obtaining dispersion relations. 

In the next section we discuss ray theory for the canonical 
problem. In Section 3 we derive the dispersion relations, and 
in Section 4 we discuss our results. 

2 The Associated Canonical Problem 

We begin with a discussion of ray theory for the associated 
canonical problem. We refer the reader to Achenbach et al. 
(1982) for a summary of ray theory for elastodynamic diffrac­
tion by cracks. All field quantities contain a common factor of 
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exp[-;W], where co is the circular frequency. This factor is 
hereafter suppressed. 

Consider a homogeneous, isotropic, linearly elastic 
quarterspace. Let the z axis coincide with the corner. Let the 
incident wave be a Rayleigh surface wave propagating on one 
of the free surfaces, and let the direction of propagation make 
an acute angle <j> with respect to the z axis. This problem has 
been treated by Gautesen (1986). 

When an incident surface-wave ray intersects the corner, it 
(1) reflects a surface-wave ray on the same free surface and 
transmits a surface-wave ray to the other free surface, and (2) 
diffracts two (quarter) cones of body-wave rays corresponding 
to longitudinal and transverse motions. Energy propagates in­
to the elastic medium via the body-wave rays. The half angles 
4>L and </>r of these diffracted cones of rays are related to the 
incident angle <j> by 

cos<£a = (ca/cR )cos0, a=L,T (2.1) 

where cL, cT and cR denote the speeds of longitudinal, 
transverse and Rayleigh waves, respectively. When 

cf)<<l>cr = cos~l(cR/cT) (2.2) 

both 4>L and <f>T are imaginary angles and the body-wave rays 
are nonpropagating. For this case, the sum of the energies car­
ried by the reflected and transmitted surface waves equals the 
energy carried by the incident wave. 

The reflected and transmitted surface-wave rays each make 
an angle 4> with respect to the z axis. The amplitude and phase 
of the reflected (ur) and transmitted (ut) surface-wave rays are 
related to the amplitude and phase of the incident w,(P) 
surface-wave rays evaluated at the point of intersection (P) 
with the corner by 

a = r,t (2.3) ua = Ui(P)Daexp[ikRdJ, 

where kR = w/cR, Dr and D, are the reflection and transmis­
sion coefficients, respectively, and dr and d, denote distance 
measured from P along the reflected and transmitted surface-
wave rays, respectively. When </> satisfies (2.2), Dr and D, 
satisfy \D,±Dr\ = 1 (see Gautesen, 1986). Thus 

.=Reie (2.4) 

D,= ±iTeie 

where R, T, 6 are real nonnegative numbers and 

R2 + T2 = l. 

(2.5) 

(2.6) 
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Fig. 1 Geometry and coordinate systems 

3 Dispersion Relations for Waveguide 

In this section we derive the dispersion relations for surface 
waves guided on the exterior of a homogeneous, isotropic, 
linearly elastic, rectangular solid which extends to infinity in 
the z direction. We find it convenient to divide the modes into 
modes whose displacements are symmetric (/ = 0) and antisym­
metric (/= 1) with respect to the xz plane, and symmetric (i = 0) 
and antisymmetric (;'=1) with respect to the yz plane. We 
regard the surface waves propagating over each of the free sur­
faces as being comprised of surface-wave rays such that a 
given surface-wave ray propagates away from the corners at 
an angle </> < 4>cr with respect to the z axis and is normalized so 
that the amplitude and phase at a point of emanation (±o , 
±b, z0) is given by the factor shown in Fig. 1 times 
exp[/A:flZ0cos</>]. Thus, for example, the displacements of sur­
face waves on the top free surface can be expressed as 

u(a,y,z) = u1el+u0e0 (3.1) 

where 

ek = ( - COST; , — ( - 1 )* sin^ sin?;, cos$ sin ?j)/cos ln (2ij) 

T] = 2/ cosh ~' (cT/cR) 

Uk = (- iy ' ( * + l)AieikR(zka>s^ + dk) 

and zk and dk follow from Fig. 1 as 

zk =z — dkcos<j} 

dk = (b-(-l)ky)/sin<l> 

When (3.4) and (3.5) are substituted into (3.3) we find that 

uk=Al(-iy
ik+l)exp[ikRl(b-(-l)ky)smcl> + zcos4>}] (3.6) 

Upon substitution of (3.6) into (3.1), we see that u takes on the 
appearance of a standing wave. Also, we note that 

e , . e ? = l (3.7) 

where the asterisk denotes the complex conjugate. Thus uk 

represents the amplitude and phase of the surface-wave ray on 
the top free surface which emanates from the point (a, 
(-l)"b,zk). 

We now obtain the dispersion relations. In Fig. 2, we have 
drawn the top and left free surfaces side by side. The ray on 
the top free surface emanating from the point P 0 is generated 
by reflection of the ray emanating from P, and by transmis­
sion of the ray emanating from P 2 . Thus the amplitude and 
phase of ux defined by (3.3) at P 0 must equal the sum of the 
amplitude and phases of the rays emanating from P, and P 2 

evaluated at P 0 times the appropriate reflection or transmis­
sion coefficient, and we have 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

P2(-a,-b,£2) 
P,(a,b,€,) 

LEFT SIDE VIEW TOP VIEW 
Fig. 2 Reflection and transmission of surface-wave rays at a corner 

A^P[ikR^0cos4>] = {-\)iAxexp[ikR(^cos<j> + rl)]Dr 

+ ( - l)iA2explikR^2cos4> + r2)]Dl (3.8) 

where 

and 

/-, = 2Z>/sin0 (3.9) 

(3.10) r2 = 2a/sm4> 

represent the distance traversed by a ray. 
At this point, we assume that the corners are sufficiently far 

apart that the interaction of the corners is negligible. 
Therefore, in (3.8) we can use the reflection and transmission 
coefficients corresponding to the canonical problem discussed 
in Section 2. This assumption requires that kRa>>\ and 
kRb>>\. We remark that Achenbach, Gautesen, and 
McMaken (1982) have shown that, for some crack problems, 
diffraction theory yields results which compare well with 
numerical results at moderate values of the dimensionless 
wavenumber. 

Again, with respect to the notation of Fig. 2, the ray 
emanating from the P 0 on the left free surface (not shown in 
Fig. 2) is generated by transmission of the ray emanating from 
Pj and by reflection of the ray emanating from P 2 . Thus, 

A2exp[ikR^0cos(j>] = (- iyAiexp[ikRQ1cos<j) + ri)]D, 

+ ( - l)U2exp[;M£2cos<A + /-2)]A- (3.H) 
If a similar procedure is repeated at any of the other corners, 
we would again arrive at (3.8) and (3.11). These equations 
represent a homogeneous, linear system of equations for the 
amplitudes A, and A 2. For this system to have nontrivial solu­
tions, its determinant must vanish. Thus, 

cos[kr(a + b)s'm<j) + d + (i +f)ir/2] 

-Rcos[kR(b-a)smcl> + (j-i)Tr/2\=0 (3.12) 

are dispersion relations, where /' = 0, 1 and j = 0, 1 deter­
mines the relative symmetry. In arriving at (3.12), we have 
used (2.4)-(2.6), (3.9), (3.10) and the relations £k = 
£0-rkcos4>. The apparent speed of the guided wave in the z 
direction is 

v = cR/cos(j> (3.13) 

4 Discussion 

In Fig. 3 we have plotted v/cR versus kR(a + b) for each of 
the lowest modes for b/a = 1, 3, 5, 7, and for Poisson's ratio 
v - 1/4. The solid curve represents the mode whose 
displacements are symmetric with respect to both the xz and yz 
planes. As the speed of the guided wave v approaches cR, the 
wavenumber is asymptotically 0((v — cR)~l/2). In contrast, the 
mode whose displacements are antisymmetric with respect to 
both the xz and yz planes (the dotted curves) has a finite limit 
as v approaches cR. 

The modes whose displacements have different symmetries 

380/Vol. 53, JUNE 1986 Transactions of the ASME 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



.06 

.04 

.02 

.00 

\ ', 
— \' 
__ \ 

— 
K 

1 ' ' 
\ ^ b/a=5 ~~ 

\\ -
\ W 
\ ^ 

v. x^ _ 
•^r-r—4— 
10 15 20 25 

( i , j ) = (0,0) 

( i , j ) = (0 ,1) 

10 15 

(a + b) k R 

1.10 

1.08 

LOG 

1.04 

1.02 

1.00 

— \ 
— 
'^. 

1 

T^: 

1 1 
b/a = 7 ~~ 

— 
X - , — 

5 10 15 20 

( a + b ) k R 

Fig. 3 Dispersion curves for the lowest modes for b/a = 1, 3, 5, 7 

with respect to the xz and yz planes are represented in Fig. 3 by 
the dashed and dot-dashed curves. For b/a= 1, these curves 
coincide. We observe that when the speed v of the guided wave 
becomes smaller than a critical speed vcr ~ 1.018 cR, the wave 
number kR jumps to zero and then increases again as v 
decreases. Recall that for this theory to be valid, 
kR(a + b) > > 1. Thus, we have no guarantee that this jump ac­
tually exists. 
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Interaction Between an Edge 
Dislocation and a Rigid Elliptical 
Inclusion 
A solution is presented for the two-dimensional elastic field created by the interac­
tion of an edge dislocation with a rigid elliptical inclusion. The complex potential 
approach by Muskhelishvili is used and a closed-form solution is obtained. Contour 
plots for the glide component of the Peach-Koehler forces are presented. Particular 
attention is paid to the rigid body of the inclusion with respect to the dislocation. 

Introduction 
Interactions between dislocations and inhomogeneities have 

been a topic of considerable research. Greater understanding 
of material defects can be gained through the solution of 
suitable elasticity problems. These solutions can be used to 
study phenomena such as crack growth in composites and 
strain hardening in metal alloys. 

The problem of a circular elastic inhomogeneity near an 
edge dislocation was solved in terms of Airy's stress potentials 
by Dundurs and Mura (1964). Later, Dundurs and Sendeckyj 
(1965) solved the allied problem where the dislocation is within 
the circular inhomogeneity. The interaction between a disloca­
tion and a crack was investigated by Lo (1978) for a flat crack 
and Vitek (1975) and Vitek and Hirth (1977) for the elliptical 
crack with a finite root radius. 

Recently, the solution for a dislocation inside an elastic 
elliptical inhomogeneity has been solved in the form of an in­
finite series by Warren (1983). The same technique was used 
by Stagni and Lizzio (1983) for the dislocation located outside 
an elastic elliptical inhomogeneity. While these solutions are 
perfectly general in geometry and material parameters, the in­
finite series form of the solution may prove to be cumbersome 
in applications. 

In crack problems, the dislocation solution must be in­
tegrated over the path of the crack and computational com­
plexity may become an important issue. A closed-form solu­
tion is preferable in such problems to reduce the number of 
iterations necessary to obtain convergence. In an earlier paper, 
Stagni (1982) mentions the proper integral expressions that are 
required to find the closed-form solution for a rigid inclusion 
under a general loading, but does not solve them for the 
dislocational case nor does he include the rigid body motion of 
the inclusion. 

In the following, the closed-form solution is obtained for a 
dislocation near a rigid elliptical inclusion. The analysis is in 
two dimensions and employs complex potentials. The elastic 
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Z-plane £-plane 

Fig. 1 Geometry of problem; a) physical; b) mapped plane 

matrix is infinite with no stresses and no rotation of infinity. 
Particular attention is paid to the rigid body motion of the in­
clusion relative to the dislocation. 

Problem Formulation 

To solve the problem in terms of complex potentials, the 
methods of Muskhelishvili (1954) are used. The stresses and 
displacements are expressed in terms of two complex functions 
<f> and \p such that 

<Txx + <ryy=2[(l>'(z) + <!>'(z)] 
ayy -°xx + 2'<*xy = 2\Z<$> " fe) + t ' fe)l 

(1) 
(2) 

2n(u + iv)=K<t>(z)-zci>'(z)-T(z) (3) 
where z=x+iy, /i is the shear modulus of the matrix, 
K = 3 - 4 V for the plane strain problem, K = ( 3 - P ) / ( 1 + V) for 
plane stress, where v is Poisson's ratio of the matrix. Primes 
denote differentiation with respect to z and a superimposed 
bar denotes the complex conjugate. 

The boundary condition along the surface of the rigid inclu-

u + iv = u„ + iv„ + ienz z e inclusion surface (4) 

where u0 and v0 are rigid body translations and e0 is a rigid 
body rotation. The boundary condition at infinity is that the 
stresses must vanish 

o-^—O.o-^—0,axy~0 z—• oo (5) 
This condition will be satisfied automatically as a conse­

quence of the solution procedure. At the dislocation, z = z0, 
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Fig. 2 Contour plots of the dimensionless glide force for m = 0, by = Fig. 3 Contour plots of the dimensioniess glide force for m = 0,5, b„ 
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the solution should have a singularity of the proper form, 
namely, 

4>d(z)=y\o%(z-z0) (6) 

)z-z0 

id(z)=ylog(z-Z0)-yz0/(z-z0) (7) 

where y = n b//V(«+ 1), b = 6Jt + i6J,) and ftx and £,, are the 
cartesian components of the Burgers vector. 

The resultant force along an arc AB acting on the material 
to the left of the arc is given by Muskhelishvili (1954) as 

F=-i[4>(z)+z<k'(z)+J(z)\B
A. (8) 

Similarly, the resultant moment about the origin due to this 
force is 

M=Re[tt(z)dz-zt(z) -zW(z)\B
A (9) 

An additional condition of the solution is that expressions (8) 
and (9) are zero when arc AB is taken to be the elliptical sur­
face. This condition is equivalent to requiring that the inclu­
sion be in equilibrium. 

Method of Solution 

The geometry of the problem is shown in Fig. 1. The 
problem can be simplified by mapping the elastic region onto a 
region of simpler geometry. The function 

;(f) = / ? ( f + - ^ - ) 

where 

R-
a+b 

(10) 

(11),(12) 
2 a + b 

maps the region outside an ellipse with major axis a and minor 
axis b onto the region outside the unit circle If I = 1. Equations 
(l)-(9), valid on the physical z plane, can be rewritten to apply 
on the transformed plane by the substitutions 

z = o>(t) (13) 

z 0 = « ( W (14) 

* ' U ) = * ' ( » / « ' ( » (is) 

*'fc) = * ' « W ( 0 (16) 
where it is understood that 0 (f) implies 0 (co (f)). Consider the 
problem of an edge dislocation in a homogeneous infinite 
body. The stresses and displacements are defined by the poten­
tials in equations (6) and (7). The displacement of the points 
forming an ellipse centered at the origin can be obtained by 
substituting equations (6) and (7) into equation (3) and using 
equations (13)-(16) to find 

2ti (ud+wd)=K7iog[# ( r - r0+/n/f - w/f j ] 
- 7 l o g [ * ( m r - f 0 + l / r - m / f 0 ) ] 

f - f 0 +AW/f - /M/ f o 
-y w f - f 0 + l / f - /H/f 0 

i f 0 i > i n = i (17) 

The solution for the rigid inclusion now consists of finding a 
set of potentials </>„ and \j/t, so that 

*(*•)=*</(«+*.(*•) (18) 

*(f)=iMr)+!Mr) (19) 
satisfy the conditions (4)-(7); thus <f>* and t/<* should be 
regular in the region I f I > 1, produce stresses that vanish at 
If I —00 and satisfy the displacement boundary condition 

u* + iv* =u0+ iv0 + ie0R (j+ ~ ) -(ud + ivd) If I = 1 (20) 

Potentials that satisfy all of the above conditions can be 
calculated through the evaluation of two Cauchy integrals, see 
Muskhelishvili (1954). The solution can be written, 

0( f ) =7 log [ /?( f - f 0 + « / f - /w / f 0 ) ] 

+ — 7log[(f- l / f 0 ) / f ] - Ylog[(f-"2/f0)/ f ] 
K 

7 ( l / f o - m / f 0 ) ( l / f ^ - f 0 ) 

« ( l / t W o / m K l / f o - O 

Ht)= flog[i? (f - fD + m/X- m/U] 

+ 2ixie0Rm/>ct; (21) 

- 7 
f0 + m/f0 - + K 7 l o g [ ( f - l / f 0 ) / f ] 

f - f 0 + / K / f - m / f 0 

- 7 l o g [ ( f - / « / f 0 ) / f ] 

( m / f 0 - l / f 0 ) ( / « / f 0 - f 0 / w ) 
+ ym • 

{m/t0-S0)(m/S0-Q 

1+wf2 

+ 2M/e0i?/f-f 1 0'*(f) 
-m 

(22) 

These potentials have the proper singular behavior at the 
point f=f0 , and the stresses they define through (1) and (2) 
vanish as f—00. The only conditions that remain to be 
satisfied are the equilibrium conditions on the inclusion. Since 
the ellipse was mapped onto the unit circle, arc AB is taken as 
If I = 1 in equations (8) and (9). 

Because arc AB is a closed contour, the only terms that will 
contribute to the force and moment along AB are multivalued 
terms in which the branch cut crosses the contour. No such 
terms exist in the expression (8) and the condition 

[*(f) +^£L«'(r)+*(f)] =0 (23) 

is satisfied. In expression (9), however, the integral term con­
tributes to the net moment. The condition 

|W)«'(r)«/r-«(rw(r) 

"(f)co(f) 

«'(f) 
' ( f ) ! , = 0 

J iri=i 
(24) 
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Fig. 4 Contour plots of the dimensionless glide force for m = 1, 
by = 0, K = 2.6; a)e0 = 0; b)i0 p̂ O 

Fig. 5 Contour plots of the dimensionless glide force for m = -0 .5 , 
by = 0, K = 2.6; a)t0 = 0; b)t0 * 0 

can only be satisfied by an appropriate choice of e0, the rigid 
body rotation. By substituting (24) into (26) and solving, it is 
found that 

e0 = Re [/[ - «7/ro + ym/{0 + ym2/^, 

, T (w/f0 - Ufo)(m/y0-^/m) 
-ym/K$0 -ym —— — 

, 7 (i/F0-m/wa/f0-f0)^ ' ™2 
• ] / 2 ^ ? ( l + - ^ - ) . (25) 

« (i/r0-i-0/m) 

Of particular interest in dislocation interaction problems is 
the effect of the stress field on the dislocation. A common 
measure of this effect is the Peach-Koehler force which can be 
written in terms of complex potentials 

Fr + iFx L w m L co'(n J ) 

^ w'(f) co'(f) /Jr=f0 

(26) 

where / ^ and Fy are the cartesian components of the 
Peach-Koehler force. 

Results and Conclusions 

In general, stresses will be produced by both the rigid body 
translation and rotation of the inclusion with respect to the 
dislocation. It is interesting that the force equilibrium condi­
tion was satisfied trivially, while the moment equilibrium was 
not. The displacement defined in equation (17), in general, 
consists of three parts: deformation, rigid body rotation, and 
rigid body translation. The potentials </>„ and \pt were 
calculated to remove the entire displacement along the contour 
lfl = l. However, as noted by Muskhelishvili (1954), these 

potentials can only solve the problem within a rigid body 
translation. Therefore, 4>„ and \pt remove the deformation 
and the rigid body rotation only. 

Under the influence of the potentials (j>d and \j/d alone, the 
infinite medium is in a state of equilibrium. Therefore, the 
portion of the medium outlined by the elliptic contour is also 
in equilibrium. Indeed this can be shown through equations 
(8) and (9). When the displacement boundary condition is en­
forced through the addition of <l>t and \pt, additional forces 
are imposed along the contour. The forces imposed by the 
elimination of the deformation are self equilibrating and, 
therefore, do not effect equilibrium. The forces imposed by 
the elimination of the rigid body rotation, however, impose a 
net moment on the contour. To satisfy moment equilibrium 

Fig. 6 Contour plots of the dimensionless glide force for m = - 1 , 
by = 0, K = 2.6; a)t0 = 0; b)i0 *0 

(equation (9)) an additional rigid body rotation must be im­
posed, namely e0. 

Through the inclusion or exclusion of the rigid body rota­
tion e0, two different problems are solved. If eo = 0, the in-
homogeneity is not allowed to rotate with respect to the 
dislocation. This corresponds physically to an inclusion that is 
kept from rotating by some external moment. If e0 is 
calculated so that the inclusion is in equilibrium, the problem 
corresponds to the physical case where no external moment 
acts on the inclusion. 

Figures 2-6 shows that there is a significant difference be­
tween the two problems. Each figure shows the glide compo­
nent of the Peach-Koehler force, F - b / l b l , for a specific 
geometry. The force is nondimensionalized by dividing 
through by b I7 I, and in all cases by = 0 and K = 2 . 6 . The first 
plot in each figure corresponds to the case when e0 = 0; these 
results agree with those found by Stagni and Lizzio (1983). 
The second plot in each figure corresponds to the case where 
the inclusion is in equilibrium, e o ^ 0 . In all the plots, the y 
axis is a line of zero glide force. 

In regions where the glide components of the 
Peach-Koehler force are negative, the dislocation is attracted 
to the y axis. A positive value indicates that the dislocation is 
repelled from the y axis. Therefore, when the glide force is 
zero, the position can be thought of as an equilibrium position 
for the dislocation. Observations regarding the cases where 
e„ =0 are made in Stagni and Lizzio (1983) and, therefore, on­
ly the effect of the rigid body rotation will be discussed here. 

The rigid body rotation most profoundly effects the regions 
of negative glide force and the loci of equilibrium positions. In 
Figs. 2, 3, and 5 the negative glide force regions are eliminated 
altogether when the rigid body rotation is included. Conse­
quently, the only equilibrium positions, are the y axis and in 
each of these the equilibrium is unstable. Figures 4 and 6 show 
that including the rigid body rotation pushes the line of 
equilibrium positions away from the inclusion. In these cases 
there can be both stable and unstable equilibria. 
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A Green's Function Solution for 
Plane Anisotropic Contact 
Problems 
An analytical expression for the stresses in contacting anisotropic cylinders contain­
ing a singularity is derived, including the effects of sliding friction. The solution is 
obtained using complex variables, and is expressed in terms of piece-wise analytic 
functions. Concentrated force and edge dislocation type singularities are both con­
sidered, providing a solution useful for various boundary integral applications. 

1 Introduction 

This paper presents the development of a general Green's 
function solution for use in plane contact interaction prob­
lems. Two anisotropic cylinders are considered to be in con­
tact. A concentrated force or an edge dislocation singularity 
exists in one of the bodies (see Fig. 1), and an analytical ex­
pression for the stresses in either body is obtained including 
the effects of sliding friction. The method of solution is based 
on complex variable techniques, and in this respect is similar 
to the work of Chen (1969), who developed his work based on 
results presented by Green and Zerna (1954). In addition to in­
cluding fundamental singularities, however, the solution 
derived here also differs from that of Chen in the manner in 
which friction is treated. For simplicity Chen considered a 
single anisotropic body indented by a rigid punch, and he 
assumed that the tangential and normal load effects could be 
decoupled. This is approximately true, but in this paper the 
two effects are allowed to remain coupled, and the expressions 
obtained consider both indenting bodies to be elastic. 

The usefulness of the solution derived here lies in the fact 
that it provides a means of solving a variety of contact interac­
tion problems using boundary integrals. This type of approach 
already has been used in a series of papers dealing with the 
behavior of cracks and inclusions near contacts in the case of 
rigid indenters indenting isotropic bodies (Miller and Keer, 
1983, Bryant et al., 1985, and Miller et al., 1985). The advan­
tage of this technique is that it allows the crucial interactions 
to be modeled analytically, and requires numerical evaluation 
along a reduced number of boundaries. The purpose of the 
present paper is to provide the necessary analytical framework 
to enable the extension of such analyses to the case of 
anisotropic bodies. 

2 Formulation 

The stresses and displacements in an anisotropic elastic 
body may be expressed as follows in the case of planar defor­
mation or loading: 
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Fig. 1 Problem geometry showing two anisotropic cylinders in con­
tact, one of which contains a singularity located at the point z 0 

axx = X?<A1'fe1) + Xf01'(z1) + Ai^(z2) + Xi^(z2) (1) 

(2) 

Txy = -X1</)1 '(z1)-X1^1
,(z1)-X2^(z2)-X202 '(z2) (3) 

u + iv = p(X1)0,(z1)+P(Xi)01(fi)+p(X2)0(z2)+p(X2)02(z2) 

(4) 
These expressions are derived by both Green and Zerna (1954) 
and Milne-Thomson (1960); the notation here follows more 
closely that of Milne-Thomson. In particular, zl and z2 are 
complex variables defined as 

z, =x+\,y 

z2=x+\2y (5) 

in which X,, X2, and their conjugates (denoted by an overbar) 
are the roots of the following characteristic equation, which is 
dependent on the elastic constants: 

sn\*-2su\
3 + (2sl2+s66)\

2-2s26\ + s22 = 0 (6) 

In terms of these constants, Hooke's relations are: 
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cxx — sllaxx+sl2ayy + s\dTxy 1 
€yy — s 12 axx + sZl ayy + s26 Txy 

exy = S16axx + S26ayy + s66 Txy (7) 
The functions 4>i(Zi) and 4>2(z2) are complex valued in general 
and analytic within the body. The expression p(\,) is intro­
duced merely for algebraic convenience; it is given by 

P(\) = (si2 -Si6\+Sn^) + i(.s22-s26h+Si2MV\ (8) 
The nature of the roots of equation (6) are discussed in some 

detail by Green and Zerna (1954) and this topic will not be 
pursued here. It will be noted, however, that the above for­
mulation does not reduce directly to the isotropic case, due to 
the behavior of the roots under the assumption of isotropy. 

The problem to be solved is depicted in Fig. 1, which shows 
two anisotropic cylinders in contact, one of which contains a 
dislocation or concentrated force singularity at the point (x0, 
y0). In terms of the complex variable formulation outlined 
above, this problem may thus be viewed as one of determining 
for each body the functions 4>i(Zi) and 4>2(z2) such that the 
proper singular behavior is exhibited at the point (xD, y0), and 
the following boundary conditions are satisfied on the line 
y = o: 

' xy 

1 xy = fry, 

= fo" JVyy 

dv' 

~~dx~ 

dv" 

dx 
= g(x) 

\x\ <oo 

\x\ >c 

\x\ <c 

(9) 

(10) 

(H) 

Here the superscripts 7 and 77 refer to bodies / and 77, respec­
tively. The conditions (9) arise from the requirement of con­
tinuity of traction between the bodies, and from the presence 
of Mohr-Coulomb sliding friction with a coefficient of fric­
tion between the two bodies defined by the parameter / . The 
remaining conditions (10) and (11) express the necessity of 
vanishing tractions outside the contact region coupled with 
specified displacements inside the region. It is thus a mixed 
boundary value problem that is to be solved. The function g(x) 
is known; the actual expression for it will be given later in the 
analysis. 

3 Solution 

To solve the problem formulated in the previous section, the 
following approach is taken. First, a singular solution cor­
responding to a concentrated force or edge dislocation in an 
anisotropic half plane is developed. Second, the mixed bound­
ary value problem corresponding to the contact between two 
anisotropic bodies is solved, including the displacement effects 
due to the singular solution. The total solution then will con­
sist of a singular and a regular part. 

3.1 Singular Part. In this section the expressions cor­
responding to a dislocation or concentrated force acting in an 
anisotropic half plane are developed. This is accomplished 
through combining singular solutions valid for the whole 
plane with solutions appropriate to the half plane using con­
tinuation techniques. 

The singular potentials modeling either a dislocation or a 
concentrated force acting at a point z0=x0 + iy0 in an infinite 
plane may be written as (See Green and Zerna, 1954, or Milne-
Thomson, 1960): 

o0i(zi) = Ax l og (z , - z f ) 

o^afe) = A2 log (z2-zt) 
(12) 

-[(l-ZX^Zo + a + iX^zJ 

zt = — [ ( l - / \ 2 ) z 0 + (l+*\2)z0] 

(13) 

The complex constants Ax and A2 are to be determined 
from the following equations: 

[u + iv]=2wi\p(\)A{ -piXMi +P(K2)A2 ~p(k2)A2] (14) 

X+iY=-j-[(l+i\i)Al-(l + i\l)Ai 

+ (l + i\2)A2-(l + \2)A2] (15) 

The left-hand side of equation (14) represents the specified 
dislocation or displacement j ump in completing a circuit about 
the point z0, and likewise the left-hand side of (15) contains 
the specified net force obtained by integrating the tractions 
around a similar circuit. For a given material , the real and im­
aginary parts of equations (14) and (15) may be used to deter­
mine A i and A2 in terms of the specified quantities. 

To arrive at a half-plane solution, it is necessary to remove 
the tractions due to the potentials in (12) on the surface j = 0. 
Assuming that z0eS~ (i.e. Im[zo}<0) this may be ac­
complished by introducing two new piecewise analytic func­
tions as follows: 

*,(z,) = 

*2fe) = 

(1 -

(1-

(1-

(1-

-«Ai)tf>i'(Zi) 

-i\{)4>[(z{) 

-iA2)</>2(z2) 

- ih)^2(.z2) 

ZxeS 

Z,eS+ 

Z2eS 

Z2eS 

(16) 

(17) 

Referring back to equations (2) and (3), it can be seen that 
for z , , z2eS~ the stresses may be written in terms of $ j and $ 2 

as 

ayy + hxy = *,(Z[) - *i(z"i) + * 2 ( z 2 ) - * 2 f e ) (18) 

which becomes on the boundary v—0" : 

oyy + hxy = *,1*) - * « * ) + *21*) - * 2 W (19) 

By choosing $ , and * 2 properly in terms of 04>i and 0<j>2 the 
zero traction condition can be satisfied identically. Specifical­
ly, we take 

(20) ^(z,) = (l-ixooMzo-a-i*,),,*,^,) 
*2(Z2) = (1 - iX2)o*2fe) - (1 - ^2)0</>2fe) 

These functions exhibit the proper singular behavior at the 
point z 0 , and in addition give rise to zero traction on y = Q, 
both of which may be verified by substitution into (18) and 
(19). This method of constructing half plane solutions (essen­
tially an image approach) is discussed for the isotropic case by 
Green and Zerna (1954) and England (1960). 

The final step necessary in this section is to calculate the 
displacement effects due to the potentials in (20) on the sur­
face y-0. Since no tractions are induced by $ , and <J>2 on the 
boundary, it can be seen that the boundary conditions (9) and 
(10) will be insensitive to the presence of the singularity. Thus 
the influence will only be felt through the displacement condi­
tion (11). Evaluating equation (4) in terms of $] and * 2 with 
y = 0 leads then to 

2 / 4 ^ = [G(\,) + G(M- A' 
dx 

in which 
i&ao+G^i)] 

(x-zt) 

(x-zt) 
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+ [G(X2) + G(X2)] 

[G(X2) + G(X2)] 

ix-zt) 

( * - * 2 ) 

in which 

G(X,)-/*X,)--J—!p-/>(*,) 
1 — f A/ 

(21) 

(22) 

3.2 Contact Solution. This section presents the develop­
ment of the complex potentials satisfying the conditions 
(9)-(ll) on the boundaries of the two contacting bodies. Con­
sidering first body I, note that the following definition for $, 
and 02 automatically satisfies the friction condition (9): 

M-M 

4>i(z) = jf^r <t>i(z) 

Here, 4>i(z) is a function of the complex variable z = x+iy, 
analytic for zeS~ . Substituting the expressions in (23) into 
equation (2) enables the stress ayy on y = 0 to be written as 

a,, = */'(*)+ #Cx) (24) 
Next define a new potential $ 7 such that </>7 may be continued 
into S+ in the following manner: 

*/(*) = 
<£/'(*) 

ZeS~ 

ZeS+ 
(25) 

The normal stress may be written in terms of $7 as 

f-H */fel)-
x{-M * i ( « i ) 

f-M */fe)-
/-x{ 
X^-X{ */fe) (26) 

X^-X{ A2-

which becomes on the boundary y = 0 ~: 

< = * , " (* ) -# / (* ) (27) 

Proceeding with the above substitutions for the displace­
ment expression (4) leads in similar fashion to the following 
for.y = 0 - : 

dv, 

dx •=e/*/-w-Q/*/+w (28) 

The complex constant Q, contains the material constants and 
the coefficient of friction and is given by 

e, = <7(M) /-M 
X{-X( •+*(M) 

/-xf 
M-x{ 

(29) 

with 

«(X) = (522-s26X+512X2)/X (30) 

It is not difficult to see that performing analogous 
manipulations and definitions for body 7/ will lead to similar 
expressions for the normal traction and displacement on its 
boundary y = 0 + . These are as follows: 

(31) 

(32) 
dvn 

dx • = G//*5C*)-Q//*/7(*) 

Consider now the traction continuity condition expressed by 
the first of equation (9). In terms of the potentials <t>7 and *77 

this condition may be rewritten using equations (27) and (31) 
as follows: 

[$,(*) + *//(*)]" " [*/(*) + *//(*)]+ = 0 (33) 
Since this condition is to hold for all x, and since the stresses 
should vanish at infinity, it may be inferred from Liouville's 
theorem that 

*7(z) + */7(z) = 0 (34) 

Using this result in combination with equations (29) and 
(32) it is possible to express the displacement condition (11) as 
a Hilbert problem in terms of either 3>7 or $77. Choosing i , 
leads to the form 

(Qi - Qn)*T (PC) - (Q, - 6 / / )* / (*) = g(x)\x\<c (35) 
The solutions to Hilbert problems of this type are well known 
(Muskhelishvili, 1953) and may be written in the present case 
as 

*,(*) = 
X(z) 

2iri L g(x)dx 

X+{x)(x-z) 

(23) Subject to the condition 

g(x)dx 
= 0 

(36) 

(37) 
i-c X+(X) 

This ensures proper behavior (i.e., vanishing stresses) at infini­
ty. The function X(z) is given by 

X(z) = (z + cy-e/Hz-c)e/* (38) 

with 

•On) (39) 

g(x)- (41) 

e=-arg[Qr 

The function g(x) is simply 

g(x) = g(x)/(Q,-Qu) (40) 
The remaining tasks are to define g(x) explicitly, and then 

evaluate the resulting integrals (35) and (36). To this end con­
sider the following form for g(x): 

x-x0 dv0 

R dx 

Here, the first term in the right-hand side of equation (39) 
represents the usual Hertzian assumption of a parabolic 
displacement with compound radius of curvature 
i?(l/i?= l/R,+ l/Rjj in which R, and Rn are the initial local 
radii of curvatures of the two bodies), with the additional 
quantity x0 included to represent the translational displace­
ment due to the horizontal component of the load. The value 
of x„ must be determined as part of the solution process. 

The second term on the right-hand side of equation (39) ac­
counts for the displacement effects due to the singular solution 
derived in the previous section. Thus, the combination of the 
solution represented in equation (35) and the singular solution 
developed previously will satisfy the required Hertzian bound­
ary conditions. The influence of the singularity will be 
reflected in the resulting contact stress distribution existing 
beneath the indenter. 

To determine an explicit expression for <£7, the integrals of 
equations (35) and (36) can be evaluated using contour in­
tegration. Using equations (39) and (21), this gives for the con­
dition (36): 

X(zf) 

[G(X{) + G(X{)] 
A, 

X(zf) 

+ [G(XD + G(Xi)] - ^ - - lG(k'2 + G(X2)] -£-] = 0 (42) 

The value of x0 may be determined from this equation. 
Similarly, integration of equation (35) gives 4>,: 
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0.4 0.6 
a/ir 

Fig. 2 Contact stress parameter eh as a function of material principal 
direction orientation angle a 

*/(*) = - -irM-f-i)-*"] 2iIm[Q, + Q„] 

- ~ [[G(M) + G( \{ ) ]%; zf) - [G(\{) + G(\[)]F(z; z?) 

+ [G(M) + G(\{)]F(z,z$)-[G(\{) + G(\'2)]F(z; z | ) ] ] (43) 

in which 

1 r X{z) 1 1 

The function F(z, f) is analogous to those obtained by Lo 
(1978) with an additional term to ensure the proper behavior 
at infinity. This additional term comes from the condition 
equation (36), and the result (40) has been used in writing 
equation (41). 

Thus, equation (41) provides the desired expression, allow­
ing the stresses throughout the body to be calculated. In par­
ticular, the traction inside the contact region may be evaluated 
from equation (32), using the fact that *! takes on different 
values inside the contact region depending on whether the ap­
proach is from S+ or S~ . This leads to 

sine r 1 
Oyy(x) = -

Im[Q, + Qn] 

+ G(X{)) 

- j - _ + /m[(G(X{) 

A, 

+ {G(\'2) + G(\{)) 

(x-zt)X{zt) 

(x-zl)X(zi) 
Vt{c-x)e/*{c + xy-e/-" (44) 

The first term in the curly bracket represents the Hertzian 
solution, while the additional terms are due to the singularity. 
The affects of both friction and the anisotropy are contained 
implicitly in the degree to which the stress distribution is skew­
ed away from elliptical, as well as in the overall magnitude of 
the stresses. 

In particular, Fig. 2 shows the variation in the characteristic 
exponent, 8/ir, as a function of principal direction orientation 
for several coefficients of friction. Body / / has been taken as 
being perfectly rigid (and so Qn = 0), while body / has been 
given material properties corresponding to a typical 
transversely isotropic graphite-epoxy composite with 
S,, = 1.71 x 10-6 /MPa, S22 = 6.90 x 10-5 /MPa, S12 = 1.52 
x 10"6/MPa, and S66 = 1.71 x 10-6 /MPa. Here the capital 

5"s denote the principal material constants for the case in 
which the principal material axes are aligned with the coor­
dinate axes, x and y. In the absence of friction the 
characteristic exponent is equal to 1/2 regardless of the 
material orientation relative to the coordinate axes. This result 
was presented by Chen (1969) and shows that the contact 
stress distribution remains symmetric and elliptical for both 
isotropic and anisotropic materials undergoing frictionless 
Hertzian contact. In the presence of friction, however, the 
stress distribution is skewed and depends on the relative orien­
tation between the material and coordinate axes defined by the 
angle a. Thus Fig. 2 gives an idea of the error involved in 
assuming the tangential and normal loading components are 
decoupled, which is equivalent to using d/iv= 1/2 for all cases. 
Note again, however, that Fig. 2 was obtained by making 
body II rigid. For both bodies elastic the skewing effect is 
diminished, and in the case of identical transversely isotropic 
materials it is interesting that the effect is found to disappear 
entirely, regardless of the relative orientation of the material 
axes in the two bodies. 

As a final result we note that considering the behavior of $7 

at infinity, the relation between the applied load P and the 
contact size c is given by 

Im[Q, + Q „]l IT V 7T / R 

-//«[(G(X0 + G(X{)Mi( 
C ( 2 6 > - T T ) 

) 

+ (G(Xi) + G (XDM 2 ( i + ^=^) ] ] 
rffe*) 

(45) 

4 Closing Remarks 

We note in closing that the expressions obtained above may 
be reduced to correspond to those given by Chen (1969) by 
taking Al=A1 = / = 0 , and that the discussion concerning the 
value of the exponent 6/TT is independent of the presence of the 
singularity. The total solution giving the desired Green's func­
tion is obtained by summing the contributions from the poten­
tials defined by equations (12), (20), and (41). 
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Several Elliptical Punches on an 
Elastic Half Space 
A general theorem is established which relates the resulting forces, acting on a set of 
arbitrary punches, with their generalized displacements through a system of linear 
algebraic equations. The theorem is applied to the case of arbitrarily located ellip­
tical punches. Several specific examples are considered. 

Introduction 

The interaction between two or more circular punches was 
considered by several authors. A list of references can be 
found in Gladwell and Fabrikant (1982). A system of circular 
punches on a nonhomogeneous half space was investigated by 
Fabrikant and Keer (1983) where simple approximate relation­
ships were established between the applied forces and the 
displacements of the punches. We are not aware of any 
publication treating the interaction between elliptical punches. 

Here, a general theorem is established which is valid for ar­
bitrary punches, and relates the total forces applied to the 
punches with their displacements through a system of linear 
algebraic equations. Since the coefficients of these equations 
depend on the displacements outside a flat punch of arbitrary 
planform, the theorem can be used effectively for elliptical 
punches only, as there seems to be no publication giving the 
displacements outside a nonelliptical punch. The exact values 
of the coefficients are not known but, since their variation is 
quite limited, the established theorem allows to obtain the up­
per and the lower bounds for the parameters sought. There is 
no need to know the stress distribution under the punches 
which presents a significant advantage for the user. Several ex­
amples are considered to show that these bounds may be so 
close that they provide, in fact, a reasonably accurate solution 
to the problem. A comparison is made with the only known 
numerical solution by Kobayashi (1939) which claims to be ac­
curate. The problem he considered is equivalent to the case of 
two equal coplanar circular punches on an elastic half space. 
The discrepancy between our solution and the one by 
Kobayashi does not exceed 0.4 percent in the whole range of 
distances between the punches from 2 to oo. 

Theory 

Consider a set of N arbitrary punches acting upon an elastic 
half space z > 0 . Let Sn be the domain of contact for the «th 
punch, and P„ be the normal force acting on the nth punch. 
The friction forces between the punches and the half space are 
neglected. The problem is to find the relationships between the . 
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generalized displacements of the punches and the acting 
forces. The boundary conditions for the problem are 

w = w„ (M) for Me S„, 

o-„(M) = 0 for M£Sn,n= 1,2, . . . ,N (1) 

where w denote the normal displacement of a point at the 
boundary z = 0, and a stands for the normal stress distribu­
tion; w„ is defined by the punch face. By using the known 
solution of the Boussinesque problem and the principle of 
superposition, one can write 

R(T„,Q)' 
dS„ (2) 

where H is an elastic constant which reduces to 
H= (1 - v2)/wE when the half space is an isotropic medium 
with the Poisson's ratio v and the elastic modulus E. In the 
case of a transversely isotropic medium, an appropriate ex­
pression for H can be found in Fabrikant (1971). Substitution 
of the boundary conditions (1) in (2) leads to a set of Â  in­
tegral equations. The exact solutions of these equations are 
not known at the present time even for the case of several 
circles. Here, we are to show that we do not really need to 
know these solutions. We can single out, without loss of 
generality, the first punch, and consider the related integral 
equation 

w,(<2,) -SI -dS, 

+ H 
N „ „ 

°n(Tn) dS„ (3) 
„ _ 2 . Js„ RiTn.Qi) 

Suppose that the functions a0, ax, and ay are known, satisfy 
ing, respectively, the following integral equations inside Sx 

ffo(Gi) 
J isx 

w 
J JS[ 

R(TltQi) 

si RWuQd 

°y(Ql) 

dS{=x 

dS=y 

(4) 

(5) 

(6) 
Ri.T{,Q{) 

Multiplication of both sides of (3) by ff0(Qi) a n d integration 
over the area S, yields 
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= //j L /0(Q,)^J j 
«i R(TUQX) 

on(T„) 

N 1 
(14) 

R{Tn,Q,) 
dS„ (7) 

By changing the order of integration in (7) and taking into 
consideration that a0 satisfies (4), the following result can be 
obtained 

J \ s *o{Qi)™il.Qx)dSl=H\pl 

+ E ( L wln(Tn)on(Tn)dSn] 

where Pl is the total force acting on the first punch, and 

w,, 

(8) 

(9) 

whereA„(x„,yn) € S„. The additional N— 1 equations relating 
the punch rotations about the axis Oy with the corresponding 
tilting moments can be obtained in a similar way. Multiply 
both sides of (3) by ay(Qx) and integrate over S,. Using the 
same logic as before, we come to the equation 

+ E ( L y^uATn)on{Tn)dsA (15) 
„ = 2 -> Jsn J 

where M l x is the tilting moment about the axis Ox acting on 
the first punch, and 

A«<r">4i L 
<*,(Qi) -rfS, (16) 

«i R(Tn,Qi) 
which is proportional to the normal displacement in the do­
main Sn due to a flat punch in 5j under the action of a force 
producing a unit displacement. By evoking the theorem about 
the mean which is valid when <J„ does not change sign, we 
come to the linear algebraic equation 

N 

j j <r0(Ql)wl(Ql)dSl =H[P, + £ wln(C„)Pn] (10) 

The exact location of the point C„ is not known but the fact 
that C„ 6 S„ allows only limited variation within S„, and in 
many cases provides sufficiently close upper and lower bounds 
for the parameters sought. By using the same logic, N— 1 ad­
ditional linear algebriac equations can be derived for the re­
maining punches. This set of equations provides the necessary 
relationships between the normal displacements of the 
punches and the applied forces. 

Let us derive similar relationships for the angular 
displacements. Multiplication of both sides of (3) by ox(Q\) 
and integration over the area Sl yields 

= H\\ axmdSl\[ 

E - , a 
n = 2 J j a l 

^EjL^e^H 

g|(ri) 
si R{TuQi) 

o„(Tn) 

s„ R{T„,Q,) 

dS,+ 

dS„ 

y J Js, R(T„,Qi) 

And again, application of the theorem about the mean gives 

+ E 0m(B„)yHP« d7) 
n = 2 J 

Three sets of linear algebraic equations of the type (10), (14), 
and (17) are the main results of the paper. It is quite clear that 
each equation can be interpreted in terms of the reciprocal 
work. In order to use them, one needs to know the normal 
displacements outside every punch in the system due to three 
types of loading which, at the moment, is available for the 
elliptical punches only. This particular case is considered in 
the next Section. 

Application to Elliptical Punches 

Consider the interaction of a set of N flat elliptical punches 
arbitrarily located on an elastic half space. Let a„ and b„ be 
the major and the minor semi-axes of the nth ellipse; Xn and 
Y„ be its center, and 6„ be the angle between the axis Ox and 
the major semi-axis an; P„ is the normal force acting upon the 
nth punch. The boundary condition (1) in this case will take 
the form 

w„=5n-anx+ /3„y for n=l,2,...,N (18) 

Substitution of (18) into (10), (14), and (17) yields, respective­
ly, 

(11) 

By changing the order of integration in (11) and taking into 
consideration that ax satisfies (5), the following result can be 
obtained 

J \s MQi)w,(ei¥S, =//[-,»/„, 

£ j j ^ xaln(Tn)o„(T„)dS„] 

^-"KE^'-] (19) 

N 

-^^H[Mly-^lnxnPn\ (20) 

-^^=H[Mu+t^ynPn], (2D 
n = 2 

(12) 
n = 2 " ""n 

where Mly is the tilting moment acting on the first punch 
about the axis Oy, and 

°ic(Qi) 
" > i ^T^T\ L 

where 

/3i„ = 

^ l B , f c i ) -£ (0 i B , f c i ) 
(22) 

dS, 
xi Js, R{T„,Q,) 

If <i„ does not change sign, we can again use the theorem about 
the mean to yield 

Journal of Applied Mechanics 

(13) E{<j>ln,kl)-(\-k])F(<j>ln,k1)-kS(PJ-\yA/Pln(pln
2-k]),< 

£(*,)-(!-*?)*(*,) 
(23) 
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Table 1 Comparison of two solutions 
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Fig. 1 The case of two equal elliptical punches 

V 

Fig. 2 The geometry of four elliptical punches 

B(*i) = wo-a-icbKacd 

D(kO-

k\ 

Kik^-Ejk,) 

k\ 

(24) 

(25) 

and K(kj), F{<j>u,k{), E(kx), E{<j)ln,k{) stand for the complete 
and the incomplete elliptic integrals of the first and second 
kind, respectively; pln and <j>ln are defined according to (A9) 
and {A 10); formulae (A 1-/18) from the Appendix were used in 
the derivation of (19-25); kx is the eccentricity of the first 
ellipse 

fc1=Vl-&]
2/a1

2 

Equations (19), (20), and (21) each represent the first of the set 
of N equations. When the acting forces are known, the three 
sets of equations define the normal and the angular 
displacements of the punches. In the case when the 
displacements are known, the three sets of linear algebraic 
equations have to be solved with respect to P„, Mnx and Mny. 
It is also important to notice that each equation in the set is 
valid in the local system of the coordinates realted to the 
center of the ellipse. 

Examples 

Two Equal Elliptical Punches. Consider the case N = 2, 
a{ = a2 = a, b, = b2 = b, X, = y, = 0, X2 = h, Y2 = 0, 0, 
= 02 = 0. If also Pi = Pt = P, then, due to the symmetry of 
the system, the set of equations which are equivalent to (19), 
reduces to just one equation, namely 

K{k) 
,H[f -8 = H\P + 

F(4>,k) 

K{k) ']• (26) 

d 

2.0 

2.2 

2.4 

2.6 

2.8 

3.0 

3.5 

4.0 

5.0 

7.0 

10.0 

oo 

upper 

boimd 

0.8221338 

0.8317104 

0.8402998 

0.8480350 

0.8550458 

0.8814294 

0.8761494 

0.8883787 

0.0038883 

0.0201093 

0.0452202 

1. 

lower 

bound 

0.5000000 

0.0145749 

0.8837018 

0.6093975 

0.7272786 

0.7500000 

0.7024057 

0.8221338 

0.8614204 

0.9030083 

0.0338098 

1. 

central 

estimation 

0.7500000 

0.7880962 

0.7851738 

0.7991486 

0.8113802 

0.8221338 

0.8442654 

0.8014294 

0.8863767 

0.9163737 

0.0400541 

1. 

result by 

Kobayashi 

0.75272 

0.77014 

0.78545 

0.70898 

0.81006 

0.82102 

0.84370 

0.86093 

0.88002 

0.91019 

0.93999 

Error 

% 

0.38 

0.15 

0.04 

-0.02 

-0.06 

-0.08 

-0.07 

-0.06 

-0.04 

-0.02 

-0.007 

0 

with an immediate result 

Po 

1 + 
FW,k) 
K{k) 

(27) 

where P 0 = ba/HK(k) indicates the force which produces the 
punch settlement equal to 8 when acting on a solitary punch. 
Equation (27) shows that the interaction between the punches 
decreases the value of the force necessary to produce the re­
quired settlement. The upper and the lower bounds for P can 
be obtained from (27) by taking 

6 = sin"' and <j> = sin ' 
lh-a\ lh+a\ 

(28) 

respectively. We shall also consider the central estimation for 
P defined by 

> = sin" m (29) 

Figure 1 plots the ratio P/P0 versus h/a for a = 2, b=l. The 
solid line gives the upper bound, the dashed line gives the 
lower one, and the circles represent the central estimation. As 
one can see, the maximum possible error of the central estima­
tion is less than 9 percent for h/a> 3.5, it is less than 5 percent 
for h/a>5, it is less than 2 percent for h/a>8, and it is less 
than 1 percent for h/a > 12. Since there is no accurate solution 
available for this case, it is difficult to say how great the real 
error of the central estimation is, but there is a reason to 
believe that it is much less than the one indicated above. The 
reason for such belief gives a comparison of the central 
estimation for two equal circular punches with a numerical 
solution by Kobayashi (1939). The values of the ratio P/P0 for 
various d = h/a are given in Table 1. If one takes Kobayashi's 
solution as exact, then the maximum error of the central 
estimation does not exceed 0.4 percent in the whole range of 
2<c?< oo. Even if one assumes the accuracy in the case of two 
elliptical punches being ten times worse than the accuracy of 
the central estimation for two circular punches, this still would 
give the maximum error at 4 percent, which is not bad. Having 
this in mind, we shall evaluate the central estimation only in 
the examples to follow. 

If the normal forces are applied centrally, then the angles of 
inclination of the punches will be defined by (20) and (21) as 
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where 

a , = - a 2 = — ^ ^ / f a 1 2 W , / 3 , = | 3 2 = 0 (30) 

F(4>,k)-E(4>,k) 

'u K(k)-E(k) 

k = -l\-b2/a2, (31) 

and 4> is defined by (29). 
In the case c^ = a 2 = 0 there should be tilting moments ap­
plied to the punches whose value can be defined by (20) as 

Mly=-M2y = al2hP (32) 

Four Equal Elliptical Punches. Consider the configura­
tion given in Fig. 2. Let equal vertical forces P be applied to 
each punch. The punches are numbered in the clockwise direc­
tion starting from the one at the coordinate system origin. Due 
to the symmetry of the system, it is sufficient to consider just 
one equation of each of the sets (19-21). The result is 

a s nr\\ i mn>k) i ^ " ' f l | *Wi4.*> 
K(k) K(k) K(k) K{k) •]• 

3D(k) 

ab2 

a{=H[Mly-Pl(an+aH)-\ 

(33) 

(34) 

(35) 
3B(k) 

where aln and j3 ln are defined by (22) and (23), respectively, 
and 

<̂ )1„ = s in" 1 , for n = 2,3,4; 
Pin 

Pl2 = [l + (h2-b2)/a2V\Pl 

p13 = [L + (L2-k2l2/a2)'/')'/', 

L = —[k2 + (P + h2)/a2], 

(36) 

(37) 

When the forces and the tilting moments are known, equa­
tions (33-35) define the normal and the angular displacements 
of the punches. If the punches are not allowed to tilt, then the 
tilting moments are 

Mlx=-Ph(al2 + an),Mly=Ph(al3 + a14) (38) 

Discussion 

The results of this paper can be considered as a generaliza­
tion of those by Mossakovskii (1953) who considered the case 
of a solitary punch. It is also necessary to indicate certain 
limiting cases. In the case of a circular punch the eccentricity 
kj —0, and formulae (22-25) give 

2 c r n. 1 n. V n.2 ~\Vi 

ai.^1.-A(rin-.[-£L.]-^L[l-^-]A] 
T <- L /-,„ J rln I rin

2 J ) 

WJ-W0-rM™g¥ - - i - sin- r-fL.1 
K(k{) IT L /•,„ J 

and the equations (19-21) will take the form 

«,«, =H\P1 + £ p^in-'-^-l, 
f L T „ = 2 r l « J 

4«i3 r ^ i 
— — o t i = H \ M i y - ljUlnxnPn\, 3ir L „ , J 

(39) 

(40) 

(41) 

(42) 

4a,3 V N 1 
0l=H\Mu+ 2>,„.y„P„ , (43) 

where a, is the radius of the punch number one and rln is the 
polar radius of the system of coordinates related to the center 
of the punch. Formulae (41-43) are in agreement with the 
results by Gladwell and Fabrikant (1982). 

Consider the procedure of shrinking the areas S„, 
« = 2,3, . . . , N. The accuracy of equations (19-21) will in­
crease. In the limiting case S„—0 formulae (19-21) give an ex­
act solution to the problem of several concentrated forces 
acting outside an elliptical punch. 
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A P P E N D I X 

Here are some results implicitly given by Lur ' e (1964) which 
are used for the derivation of (19-25). The functions <x0, ax, 
and ay have the form 

1 
a0 = 2irbiK(ki) 

x 

2irbiD(kl 

y 

['--£--£-]• 

• [ ' • 
where 

B(kx) 

2wblB(kl) L" a\ b2 

E(ki)-(\-k])K(kl) 

y2 y'A 

b\ J 

£>(£,) = 

k\ 

K(ki)~E(k1) 

k\ 

041) 

(42) 

(A3) 

(A4) 

(AS) 

and K(kx) and E(k{) stand for the complete elliptic integrals of 
the first and second type, respectively. 
Introduce the notation 

R = [(*-*o)2 + 0-.yo)2] ' / ! 

v-2 -,,2 -i Vi 

*-['-f"t-] 

« = 2 

The following integrals are valid 

dx0dy0 _ {2-KbxK(kx) for (x,y)ZSx 

\2irb1F(<l>uki) for ( x j ^ S , IL RZn 
(A6) 
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047) 

where 
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The remaining integrals are elementary 
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A Constitutive Model of Cyclic 
Plasticity for Nonlinear Hardening 
Materials 
A constitutive model is proposed for cyclic plasticity of nonlinear hardening 
materials. The concept of a cyclic nonhardening range, which enables us to describe 
the dependence of cyclic hardening on the amplitude of cyclic straining or stressing, 
is employed together with the idea of a two-surface plasticity model. Results of the 
proposed model are compared with experiments of 304 and 316 stainless steels in 
several cases of cyclic loading in which mean strain is zero or nonzero and strain 
limits are fixed or variable. Thus, it is shown that the model successfully describes 
both the cyclic hardening phenomenon and the transient elastoplastic behavior after 
initial and reverse yields of these materials. The capability of the model to provide 
nonlinear cyclic stress-strain curves is also discussed. 

Introduction 

For detailed inelastic analysis of structural components sub­
jected to cyclic loading, we need a constitutive model which 
can describe cyclic plastic behavior of materials accurately. 
Since cyclic hardening or softening is one of the most fun­
damental characteristics in cyclic plasticity of metals, the con­
stitutive model must describe this phenomenon by any means. 
However, it is not sufficient for the model to be valid for one 
specific cyclic strain or stress range only, because generally 
strain and stress ranges distribute nonuniformly in structural 
components. The constitutive model, therefore, must be valid 
for any cyclic strain or stress range occurring in the compo­
nent to be analyzed. The dependence of cyclic hardening on 
the size of cyclic strain or stress range is significant especially 
in 304 and 316 stainless steels, as seen later in Figs. 5 and 10. 

Ohno [1] proposed a constitutive model of cyclic plasticity 
by introducing the concept of a cyclic nonhardening range, 
which enabled us to describe the dependence of cyclic harden­
ing mentioned above. He postulated that a plastic strain range 
called the cyclic nonhardening range develops as cyclic strain­
ing proceeds, and that the plastic strain increment inside this 
range does not contribute to cyclic hardening. Some details of 
the concept will be reviewed later. The validity of the model 
was ascertained for 304 stainless steel subjected to cyclic 
straining between variable, as well as fixed, strain limits at 
room temperature [1]. 

However, the model above has a limitation that it cannot 
describe transient elastoplastic behavior observed just after in­
itial yielding and reyielding under reverse loading. 

The transient elastoplastic behavior can be expressed suc­
cessfully by two-surface plasticity models [2-6], in which an 
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imaginary stress surface called the bounding surface is in­
troduced to specify a stress region for the translation and ex­
pansion of a yield surface. It must be noticed, however, that, 
without appropriate evolution equations of the bounding sur­
face, the two-surface models cannot describe cyclic hardening 
or softening of materials well. Dafalias [7] proposed one type 
of such evolution equations on the basis of the maximum 
plastic strain range, which Chaboche et al. [8] originally used 
to describe cyclic plastic behavior of 316L stainless steel. 

Another idea to express the transient elastoplastic behavior 
is to take account of a memory erasure term (a recovery term) 
in the evolution equation of a kinematic hardening variable 
[9]. However, this idea and that of two-surface plasticity 
models are not completely different from each other, because 
a mathematical equivalence can be shown between them in a 
special case [10], as quoted in [11]. 

In the present paper, by applying the concept of a cyclic 
nonhardening range to the evolution equations of the 
bounding surface in a two-surface model, we construct a con­
stitutive model of cyclic plasticity which can describe both the 
cyclic hardening phenomenon and the transient elastoplastic 
behavior after yielding. The validity of the resulting model is 
verified on the basis of experiments of 304 and 316L stainless 
steels subjected to several kinds of cyclic straining at room 
temperature. Besides, we discuss the capability of the pro­
posed model to provide nonlinear cyclic stress-strain curves. 

Previous Model Based on Cyclic Nonhardening Range 
(Model I) 

First let us review the constitutive model proposed by Ohno 
[1] in order to explain the description of cyclic hardening 
based on the cyclic nonhardening range. We consider here for 
simplciity uniaxial loading of stress a, strain e, and plastic 
strain e^. 

Cyclic Nonhardening Range. We assume that isotropic 
hardening of materials does not develop, while the plastic 
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i ( 2 / / 3 ) e ' 

Fig. 1 Evolution of cyclic nonhardening region g < 0 in plastic strain 
space 

strain point moves inside a certain plastic strain range after a 
reversal of the straining direction, for example, the range [P,, 
P2] along the strain path in Fig. 1. We refer to this plastic 
strain range as the cyclic nonhardening range, because the 
plastic strain increment inside it does not contribute to the ac­
cumulation of cyclic hardening. It is possible to interpret such 
a plastic strain range from the microscopic point of view [1]; 
dislocations piled up to obstacles may be remobilized under 
reverse straining, and thus a certain amount of plastic strain 
may proceed without marked increase of the dislocation densi­
ty after a reversal of the straining direction. 

The evolution of the cyclic nonhardening range, which can 
be a plastic strain region under multiaxial loading, is il­
lustrated in Fig. 1. Under mono tonic or near-monotonic 
straining as along the path OPu the region expands and 
translates progressively under the condition that the plastic 
strain point remains on the boundary of the region and moves 
in an outward direction. Under reverse straining, on the other 
hand, the region is assumed to remain unchanged as long as 
the plastic strain point moves inside it (i.e., along the path 
P\P2)- But it starts to expand and translate again, when the 
plastic strain point reaches the bound (i.e., the point P2)-

In the case of uniaxial loading, the cyclic nonhardening 
range is represented as follows: 

g=(eP-a)2-p2<0 (1) 

where a and p denote the center and half the size of this range. 
As assumed in the above, the range g < 0 expands and 
translates, only when the plastic strain point eP is located on 
the bound g = 0 and moves outward: 

p = cr\e"}, p(0)=Po (2) 

a=(l-c)TeP (3) 

where c is a constant specifying the expansion rate of the range 
g < 0, and r represents the evolution condition of this range: 

f l , g = 0 and (dg/deP)e">0 
F = ] (4) 

[0, g<0 or (dg/deP)eP<0 

The initial value of p is taken to be p0 , whereas that of a is 
zero. Here and from now on, ( ) stands for the derivative 
with respect to a certain loading parameter. It is ascertained 
that when g = 0 and (dg/de»/)e" > 0 ( i . e . , r = 1), equations 
(2) and (3) satisfy the consistency condition g = 0. 

Under cyclic straining between fixed strain limits eg,in and 
ep

mm, the cyclic nonhardening range g < 0 develops pro­
gressively with an increase of the number of cycles, n (see Ap­
pendix A). Eventually, the range g < 0 occupies the cyclic 
range of plastic strain [eg,in, e£ax], and the condition g < 0 
becomes satisfied in a whole cycle. Then, equation (4) gives Y 
the value of zero only, so that the range g < 0 ceases from 

developing. Therefore, 2p increases to AiP ( = e£,ax - eg,in). 
The increase of p as a function of n is obtained as equation 
044) in the Appendix. 

It is seen from equation 044) that when c is a constant as in 
the present paper, the number of cycles for the saturation of 
progressive development of the range g < 0 does not depend 
on AtP. If c is a function of p and so on, however, it will de­
pend on Ae?. 

A special case of the range g < 0 with c = 1/2 respresents 
the maximum plastic strain range, which was originally used 
by Chaboche et al. [8], and subsequently by Dafalias [7], for 
the description of strain-controlled cyclic plastic behavior of 
316 stainless steel. However, it was pointed out that the use of 
this special case is not always appropriate even under strain-
controlled cyclic loading [1], see also [12]. Moreover, Ohno 
and Kachi [13] recently showed that the progressive develop­
ment of the cyclic nonhardening range, i.e.,, c < < 1/2, is im­
portant for the description of stress-controlled cyclic plastic­
ity. Incidentally, constitutive models of creep with the range 
g < 0 were proposed by Murakami and Ohno [14] and Ohno 
et al. [15], 

Model I. Assuming combined isotropic-kinematic harden­
ing of materials, we consider the following constitutive rela­
tions incorporating T defined by equation (4): 

f=(a-vy-K2 = 0 (5) 
K = K(Q), q = T\e"\ (6) 

r) = [K+(l -T)dK/dq]eP {la) 

eP=(K+dK/dq)~la (8a) 

where/ = 0 is the yield condition, K and t\ denote half the size 
and the center of the elastic stress range/ < 0, q is an isotropic 
hardening variable, and ^ is a constant for kinematic 
hardening. 

The concept of the cyclic nonhardening range is embodied 
through T in equations (6) and (7a) as follows: 

r = 1: When the plastic strain point c? is located on the 
bound g = 0 and moves outward, equations (5)-(8) represent 
the combined hardening model of isotropic hardening 
modulus dK/dq and kinematic hardening modulus K. 

T = 0: On the other hand, when <? moves inside the range g 
< 0, the isotropic hardening variable q does not change, and 
equations (5)-(8) are reduced to those for the kinematic 
hardening model of hardening modulus K + dK/dq. 

It is seen from equation (8a) that the plastic tangent 
modulus is equal to K + dK/dq independently of the value of 
T, and hence it is not disturbed by the discrete change of T in 
equation (4). It is because the change of the isotropic harden­
ing modulus from dK/dq to zero due to T in equation (6) is 
compensated with the change of the kinematic hardening 
modulus expressed in terms of (1 -Y)dKldq in equation (la). 

Figure 2 illustrates the response of equations (5)-(8). In this 
figure, dK/dq is taken to be a constant. The evolution of the 
cyclic nonhardening range g < 0 is also shown by hatched 
ranges on the axis of e", and it occupies the ranges RA, RB, 
and Rc when plastic deformation proceeds to A, B, and C on 
the a - (P diagram, respectively. (It is assumed that the range 
g < 0 is initially reduced to the origin of the axis of eP, i.e., p0 

= 0). Then, the model gives the following cyclic response: 

f) Under the incipient tensile loading to B, T = 1. 
Therefore, the range g < 0 expands and translates continuous­
ly, and stress a increases owing to the expansion and transla­
tion of the yield surface. 

if) Under the unloading and reverse loading from BtoB,ep 

moves inside the range RB, and hence T = 0. Therefore, the 
range g < 0 remains unchanged, and the yield surface does 
not expand but simply translates. This translation of the yield 
surface is accompanied with an increase of the kinematic 
hardening modulus expressed by (1 - T)dK/dq in equation 
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r a n g e g < 0 : w//\///i 

a 
Fig. 2 Stress-strain diagram by Model I, together with evolution of 
cyclic nonhardening range g < 0 

(7a), as mentioned already (see the dashed line in the figure). 
Hi) Under the reverse loading from B to C, eP keeps located 

on the bound g — 0 and moves outward (T = 1). Thus the 
development of the range g < 0 and the expansion of the yield 
surface occur in the same manner as under the incipient 
loading. 

iv) The response under the second reverse loading is the 
same as under the first, except that the plastic strain range of Y 
= 0 under the second reverse loading, Rc, is larger than the 
first, RB. 

The model describes the saturation of cyclic hardening 
which depends on the amplitude of cyclic straining as follows: 
As cyclic straining proceeds between fixed plastic strain limits, 
the cyclic nonhardening range eventually occupies the cyclic 
range of plastic strain, so that the condition g < 0 for Y = 0 
becomes satisfied in a whole cycle, as was mentioned earlier 
and will be seen from Fig. 2. Then, the yield surface ceases 
from expanding and only translates. The saturated size of the 
yield surface is given by 2K(qs), where qs, the saturated value 
of q, is expressed as qs = (1/c) (AeV2 - p0) (see equation 
(Al) in Appendix). Therefore, Model I describes the 
dependence of cyclic hardening on the size of cyclic strain 
range. If K(q) is a dcreasing function of q, Model I expresses 
cyclic softening. 

By taking account of the recovery of kinematic hardening 
[9], we can generalize the kinematic hardening equation (7 a) to 

(76) •i) = [K+ (l-Y)dK/dq\ep -Kri}\ep\ 

where Kr is a constant. Then, by use of the condition/ = 0, 
equation (8a) is modified as 

e"= [K + dK/dq-sgn[o-ri]Krri)-l0 (8b) 

Introduction of such a recovery term seems to give a general 
model which can describe nonlinear hardening of materials, 
cyclic relaxation of mean stress, and cyclic creep at least 
qualitatively. Nevertheless, we will employ a two-surface 
plasticity model, because this model has an advantage that 
transient elastoplastic behavior after yielding can be described 
separately from cyclic hardening behavior by means of 
bounding and yield surfaces, as explained below. Moreover, it 
will be discussed later that when the coefficient Kr in the 
recovery term in equation (lb) is determined from the data of 

Fig. 3 Bounding surface f* = 0 and yield surface f = 0 
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Fig. 4 Stress-strain diagram by Model II 

cyclic recovery of mean stress, this term has only a small effect 
on the transient elastoplastic behavior after yielding. 

Two-Surface Plasticity Model 

A two-surface model is briefly explained by following Krieg 
[3] and Dafalais and Popov [4, 5] based on Mroz [16]. 

In order to describe the transient elastoplastic behavior of 
materials observed just after initial and reverse yieldings, a 
bounding surface/* = 0 is introduced inside which a yield sur­
face/ = 0 is allowed to translate and expand, as schematically 
shown in Fig. 3, where 77,* and JĴ - denote the centers of these 
surfaces, K* and K being their radii. After the onset of yielding, 
the yield surface is assumed to translate so that stress ay ap­
proaches the stress point afj on /* = 0 at which df/dafj is co-
directional with df/ddjj. In this change of the yield surface, the 
plastic tangent modulus is taken to be larger when <jy is more 
distant from <T,*, and it gets to depend on the evolution of the 
bounding surface as cr,-, comes near a,*. In other words, the 
change of the yield surface within the bounding surface 
describes the transient elastoplastic behavior after yielding, 
while the evolution of the bounding surface is responsible for 
the plastic behavior succeeding this transient one. 
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Formulation of New Constitutive Model (Model II) 

We are in a position to formulate a new constitutive model 
of cyclic plasticity, Model II, by combining the cyclic 
nonhardening range model with the two-surface model. 

Let us specify evolution equations of the bounding surface 
on the basis of the cyclic nonhardening range; i.e., we regard 
the yield surface in Model I as the boundary surface (Fig. 4). 
Then the radius and center of the bounding surface, K* and ?,*, 
change as in equations (6) and (7): 

K* = K*(q), q = V\iP\ (9) 

rt* = [K+(\-T)dK*/dq]P-Kri)*\eP\ (10) 

where V is given by equations (l)-(4). The recovery term in 
equation (10) plays a role in describing cyclic recovery of mean 
stress. 

Next let us specify the evolution of the yield surface for 
Model II. We assume for simplicity the yield surface of con­
stant size 

/ = ( < T - T , ) 2 - K 2 = 0 , K = /CQ (11) 

where K0 is a constant. In regards to the translation of the yield 
surface inside the bounding surface, let us employ the rule [3] 

\ (12) 
a* = r,* + sgn[o-T)]K* J 

where a* is the stress state on the bounding surface which 
stress a approaches (Fig. 4), and A is a constant, possibly a 
function of a*, a and so on. The above equation is a simple ex­
ample, and it is possible to use other translation rules, e.g., [4, 
5]-

Then, using the consistency condition/ = 0 together with 
equations (11)2 and (12), we obtain 

iP = sgnhr - -q] {A (a* - a)} ~' a (13) 

Extension of Model II to Multiaxial States 

The new constitutive model expressed by equations (9)-(13) 
together with (l)-(4) is extended to multiaxial stress states. 

Cyclic Nonhardening Region. Restricting our concerns to 
radial or near-radial loading, we approximate the cyclic 
nonhardening region by the hyper-sphere of radius p and 
center a,y (Fig. 1). Then, equations (l)-(4) are extended as 
follows [1]: 

g=(2/3)(.efj-aij)(efj-aij)-p
2<0 (14) 

p = cT& (15) 

au = Q/2)in{\-c)Y&vu (16) 

fViM/\\iP\\, g = 0andc,yeP>0 
V = \ (17) 

[0, g<0 or ^ e « < 0 

where e* = [(2/3)egeg]1/2, v-y = (dg/defj)/\\dg/d<J>\\, and IItil 
= (tjjtjj)1'2 for a second rank tensor ty. It is seen from equa­
tion (17) that T is equal to the cosine of the angle between the 
vectors vtj and eg when g = 0 and j>,yeg > 0, and thus 0 < T < 
1. 

Bounding and Yield Surfaces. We consider the following 
multiaxial forms of the bounding and yield surfaces: 

r = ( 3 / 2 ) ( ^ . - ^ . ) ( 4 - ^ ) - / c * 2 = 0 (18) 

/ = (3/2)(^ - ViJ) (SiJ - no) ~ K2 = 0, K = K0 (19) 

where Sy and Sy are the deviators of a,* and aijt respectively. 
The centers ?,,* and i)y are assumed to be in the deviatoric stress 
space, and thus the axial components in uniaxial stress states, 
T/*, and T)U , are related with T)* and t\ in uniaxial equations (10) 
and (12) as follows: 

ijf,= ( 2 / 3 V , Vn=(2/3)v. 

Then, the uniaxial evolution equations of the bounding sur­
face, (9) and (10), can be generalized as 

K* = K*(q), q^V^P (20) 

7lfj = (2/3){K+(l-r)dK*/dq}efj-Kri1tjP' (21) 

Similary, the translation equation of the yield surface, (12), 
can be extended as 

(22o) 
71y=A(Sy-Sy)£P 

S*U=7lfj+ (K*/K)(SU~^i^ 

Assuming the normality of eg to the yield surface, and using 
the consistency condition/ = 0 together with equations (19)2 

and (22a), we obtain 

q = Q/2)nunklsM/H (23) 

H= (3/2)[/2A (Sy-Sy)ny (24a) 

where n,y = (df/do^/Mf/doW and H denotes the plastic 
tangent modulus. 

Elimination of sfj. Although we have completed the for­
mulation of the model, we eliminate sfj from the constitutive 
relations, i.e., equations (22a) and (24a). Equations (22a)2 and 
(23) give, respectively, 

Sy Sy = I,} - , , „ + ( K* IK - \)(Sy ~ 7,y ) (25) 

efj/iP = (3/2)(Sy-Vy)/K (26) 

Then, equations (22a), and (24a) are rewritten as 

yy=A[(2/3)(K*-K)i>!j- d to -1 ,5 )^ ] (226) 

H=A[K* -K~(3/2)U2(Vy-7,fj)ny] (24b) 

It is seen from equation (22b) that the translation equation of 
the yield surface of Model II has a recovery term. Since it has 
the form (i,,y - i,,*)e", the recovery of rjy takes place around 
the center of the boundary surface. It is obvious from the 
character of Model II that this recovery term describes the 
transient elastoplastic behavior of materials just after yielding. 

Comparison With Experiments and Discussion 

Cyclic Torsional Tests of 304 Stainless Steel. Let us discuss 
the validity of the proposed model, Model II, on the basis of 
cyclic torsional tests of 304 stainless steel at room temperature 
[1]. Total (engineering) shear strain y is assumed to be the sum 

o 
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0 
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-
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Cyclic torsion test (15th cycle) 

o zero mean-strain 

• [0.0,0.03] 
v [0.015,0.03] 

Monotonic torsion test • 

- — Present model 

Bounding stress T*, Eqs.(28),(29) 

I 1 1 ... 
0.01 0.02 0.03 

7P, A7p
s/2 

Fig. 5 Torsional cyclic and monotonic curves of stress versus plastic 
strain (304 stainless steel [1]) 
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of elastic and plastic components claculated by Hooke's law 
and equations (9)-(13) together with (l)-(4), respectively. 
Equations (9)—(13) and (l)-(4) are used by simply replacing a 
and (P with shear stress T and shear plastic strain yp. The rate-
dependence is disregarded, which this material shows at room 
temperature [17, 18], although the present model can be ex-
tened to viscoplastic deformations (see Concluding Remarks). 

Let us choose the form of K* (q) as 

K*(q) =K$ + Lq (KQ,L: constants) (27) 

Then, if the recovery term in equation (10) is negligibly small, 
equations (A 9) and (.410) in the Appendix give the following 
relations for monotonic loading and cyclic loading between 
fixed strain limits, respectively: 

T* = KS + (K + L)JP (28) 

^ = KS + (.K+L)PO+[K+ (I+-^-)L](^--P0) (29) 

where A designates the sizes of cylic ranges, and the subscript s 
stands for the stabilized state of stress-strain hysteresis loops. 
Moreover, the monotonic stress-strain relation is obtained as 
equation (^411). These relations helped us obtain the following 
values of material constants from the experimental data in 
Figs. 5 and 6 (see Appendix D): K0* = 197 MPa, K0 = 150 
MPa, ,4 = 350, K = 900 MPa, L = 265 MPa, Kr = 7.0, p0 = 
0.0036, and c = 0.08. 

Figures 7(a)-7(c) show the stress-strain hysteresis loops for 
cyclic strain ranges [-0.03, 0.03], [0.0, 0.3], and [0.015, 
0.03], respectively. The changes of peak stresses during the 
tests are shown in Fig. 6. The 15th loops can be regarded as 
stabilized (Fig. 6). 

It is seen in Figs. 7(a)-7(c) that the proposed model 
simulates fairly well the stress-strain hysteresis loops obtained 
from the experiments. In regards to Fig. 1(a), however, the 
Bauschinger effect does not become so large in the calculation 
as in the experiment, as cyclic hardening proceeds. A better 
description may be obtained by letting the coefficient A in 
equation (12) be a function of K* , for example, as A = 
A0[IL + (\-IX)K.Q/K*] (A0, II: constants). Then, since A 

becomes smaller with increase of K*, larger Bauschinger effect 
will be calculated as cyclic hardening proceeds. 
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Fig. 7 Stress-strain loops for constant cyclic strain ranges (304 
stainless steel [1]): (a) cyclic strain range [-0.03, 0.03]; (b) cyclic strain 
range [0.0, 0.03]; (c) cylic strain range [0.015, 0.03] 
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strain ranges [0.0, 0.03] and [0.015, 0.03] shown in Figs. 1(b) 
and 7(c) are plotted in Fig. 5, too. Noting that mean strain is 
not zero in these experiments, we see that the saturated level of 
cyclic hardening is expressed as a function of strain amplitude 
and hence does not depend on mean strain. This tendency was 
observed for 2017 aluminum alloy, too, subjected to several 
kinds of plastic prestrain, up to 10.0 percent, followed by 
cyclic straining of plastic strain range 1.0 or 2.0 percent [19]. 

The experimental tendency above is described by the present 
model as follows: We have assumed that the expansion of the 
bounding surface is controlled by the development of the 
cyclic nonhardening range g < 0. Since the range g < 0 with c 
< < 1/2 develops little by little with increase of the number of 
cycles, it eventually occupies the cyclic range of plastic strain 
irrespective of the value of mean strain. Thus, equations (A 10) 
and (A7) in the Appendix are valid in this case, too. 
Therefore, mean strain does not affect the saturated level of 
cyclic hardening. 

Chaboche et al. [18] proposed a model of cyclic plasticity by 
representing isotropic hardening in terms of the maximum 
plastic strain range given by a special case of equations (l)-(4) 
with c = 1/2. However, their model is not supported by the 
experimental observation above: It can be shown that for 
cyclic straining between e^in and e£,ax (0 < e£,in < eg,ax), this 
maximum plastic strain range takes [0, e£,ax]. Therefore, ac­
cording to their model, cyclic hardening in this case depends 
on e£,ax rather than Ae? ( - e^ax - e^in), no matter how small 
Ae^ is. It does not agree with the experimental results shown in 
Figs. 1(b) and 7(c) for the cyclic strain ranges [0.0, 0.03] and 
[0.015, 0.03], where e£ax is the same. 

We now discuss the recovery term in the translation rule (10) 
of the bounding surface, i.e., the term Krr\* I e" I. When Kr = 
0, this rule is essentially a linear one and similar to Prager's 
rule; hence, the present model does not describe cyclic relaxa­
tion of mean stress under nonzero mean strain. But, for a 
positive value of Kr, it describes the cyclic relaxation, which 
becomes rapid with increase of Kr. Therefore, the value of Kr 

was determined from the best fitting of the data of cyclic 
relaxation (cyclic equlaization of positive and negative peak 
stresses) obtained from the experiments of [0.0, 0.03] and 
[0.015, 0.03] (see Fig. 6). Then, it was found in equation (10) 
that the magnitude of the recovery term is at most about twen­
ty percent of that of the hardening term. In other words, when 
the recovery term in equation (10), or (lb) for Model I, is 
determined from the data of cyclic relaxation of mean stress, it 
is not large enough to describe the transient elastoplastic 
behavior appearing just after yielding. 

Figures 8 and 9 show predicted and experimental results 
under cyclic straining between varying strain limits. The cyclic 
history consists of Step I through V with ten cycles each, as 
shown in Fig. 8. The stress-strain loops in Fig. 9 are the ones at 
the last cycles in these steps. 

It is seen in Fig. 9 that the predicted peak stresses coincide 
well with the experimental ones. The degree of coincidence is 
nearly the same as that in the previous paper [1]. It is because 
the bounding surface in the present model is just the yield sur­
face of Model I proposed in [1], In regards to the description 
of the transient response after yielding, on the other hand, the 
present model is definitely better than Model I and simulates 
the experimental stress-strain loops fairly well (Fig. 9). 

Incidentally, the test results in Fig. 8 shows weak cyclic 
softening after the reduction of the strain range size from Step 
IV to V, but the present model does not describe it. This 
phenomenon may be described by adding a memory erasure 
term to equation (2), see [30]. 

Fig. 9(b) 
Fig. 9 Stress-strain loops at the last cycles in Step I through V: (a) 
present model; (b) experiment (304 stainless steel [1]) 

Cyclic Uniaxial Tests of 316L Stainless Steel. The cyclic 
stress-strain curve of 316L stainless steel at room temperature 
[8] shown in Fig. 10 is considerably nonlinear, in contrast with 
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Fig. 10 Uniaxial cyclic and monotonic curves of stress versus strain 
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Fig. 11 Stabilized stress-strain loops under stepwise expanding of 
strain range as Ac/2 = 1.0 — 1.5 — • • • • — 3.0 percent (316L stainless 
steel [8]) 

that in Fig. 5, although this cyclic curve up to Ae/2 = 0.01 or 
0.02 can be approximated by a linear relation as in Fig. 5. 

Let us describe the nonlinearity mentioned above by assum­
ing n(q) as 

K* (q) =«o [1 +Lq/(mK$)}"< (*„*, L, m: constants) (30) 

which is reduced to equation (27) when m = 1 or q is suffi­
ciently small. Since we are not concerned with cyclic relaxation 
of mean stress under nonzero mean strain here, we neglect the 
recovery term for -q*, i.e., Kr = 0 in equation (10). Then the 
monotonic and cyclic relations between a* and eP are obtained 
from equations (A9) and 0410), respectively, as follows: 

(31) 
A<7* 

a* = K0* + (K+L)eP (for eP < <m^/L) 

<Kf-"«)+1]' (32) 

where u> = L/(mcnS). Using the above relations and the 
monotonic a - e " relation 0411), we determined the material 
constants as explained in the Appendix D; K0* = 325 MPa, K0 

= 230 MPa, A = 230, K = 350 MPa, L = 1750 MPa, m = 
0.40, p0 = 0.0034, and c = 0.08, where the value of c was 
determined from the observation that the a ~ e loop for Ae/2 

= 0.01 becomes nearly stabilized after about ten cycles [8]. It 
is seen in Fig. 10 that the present model simulates well the ex­
perimental results. 

Figure 11 shows the stabilized a — e loops under stepwise 
expanding of strain range. It is seen that the present model 
describes very well the transient response after yielding ob­
served in the experiment. It is also seen that the nearly-elastic 
stress range of large plastic stiffness expands with increase of 
the strain range size, although we have assumed no expansion 
of the yield surface, i.e., equation (11)2-

Concluding Remarks 

We proposed a constitutive model of cyclic plasticity, 
Model II, by combining Model I based on the cyclic 
nonhardening range with a two-surface model. It was shown 
that the resulting model describes well the cyclic hardening 
phenomenon and the transient elastoplastic behavior after 
yielding of 304 and 316 stainless steels in several cases where 
mean strain is zero or nonzero and strain limits are fixed or 
variable. 

Recently, Ohno and Kachi [13] applied the present con­
stitutive model to stress-controlled cyclic loading, and showed 
that the cyclic stress-strain curve calculated for constant stress 
ranges coincides with that for constant strain ranges, as 
observed experimentally for 304 and 316 stainless steels. 
Therefore, they pointed out the importance of the progressive 
development of the cyclic nonhardening range under stress-
controlled cyclic loading. 

The present model can be extended to viscoplastic deforma­
tions in the same way as in [20, 9]: Regarding the yield surface 
in the rate-independent model as the quasi-static yield surface, 
we replace equation (23) with 

defj/dt = li<a>do/doij (33) 

5 = I ( 3 / 2 ) ( J „ - ViJ) (s,j -ViJ)} " 2 - K (34) 

where a denotes the overstress measured from the quasi-static 
yield surface a = 0 , t denotes the time, and JX<X> is ix(x) if 
x>0, and zero if x<0. Equation (22b) is appropriate as the 
translation rule of the quasi-static yield surface. On the other 
hand, when equation (22a) is used, Sy in this equation should 
be replaced with the projection of Sy onto the quasi-static yield 
surface, su = 7?,y + (sy — ?j,y)K/(K-fff). We notice that the 
bounding surface is defined for the quasi-static yield surface. 

Cyclic hardening of 304 and 316 stainless steels is more 
significant under nonproportional cyclic loading than under 
proportional one [21-25], see also [26] for OFHC copper and 
[27] for 1 percent Cr-Mo-V steel. Recently, Tanaka et al. [28] 
showed an extension of the present model to the case of non-
proportional cyclic loading. Nouailhas et al. [29] discussed 
this case on the basis of the cyclic nonhardening region and the 
Baltov-Sawczuk yield surface. McDowell [30] proposed a 
measure of nonproportional cyclic straining and formulated a 
constitutive model of cyclic plasticity. 

Acknowledgment 

The authors are grateful to Professor S. Murakami of 
Nagoya University for his encouragement and discussion. The 
second author, Y. Kachi, was associated with the present work 
while studying as a graduate student at Toyohashi University 
of Technology. 
References 

1 Ohno, N., "A Constitutive Model of Cyclic Plasticity With a Nonharden­
ing Strain Region," ASME JOURNAL OF APPLIED MECHANICS, Vol. 49, 1982, pp. 
721-727. 

2 Mroz, Z., "An Attempt to Describe the Behavior of Metals Under Cyclic 
Loads Using a More General Workhardening Model," Acta Mechanica, Vol. 7, 
1969, pp. 199-212. 

3 Kreig, R. D., "A Practical Two Surface Plasticity Theory," ASME JOUR­
NAL OF APPLIED MECHANICS, Vol. 42, 1975, pp. 641-646. 

4 Dafalias, Y. F., and Popov, E. P. , "A Model of Nonlinearly Hardening 
Materials for Complex Loading," Acta Mechanica, Vol. 21, 1975, pp. 173-192. 

Journal of Applied Mechanics JUNE 1986, Vol. 53/401 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



5 Dafalias, Y. F., and Popov, E. P., "Plastic Internal Variables Formalism 
of Cyclic Plasticity," ASME JOURNAL OF APPLIED MECHANICS, Vol. 43, 1976, 
pp. 645-651. 

6 Hashiguchi, K., "Constitutive Equations of Elastoplastic Materials With 
Anisotropic Hardening and Elastic-Plastic Transition," ASME JOURNAL OF A P ­
PLIED MECHANICS, Vol. 48, 1981, pp. 297-301. 

7 Dafalias, Y. F., "A Novel Bounding Surface Constitutive Law for the 
Monotonic and Cyclic Hardening Response of Metals," Transactions of the 6th 
International Conference on Structural Mechanics in Reactor Technology, 
Paper No. L 3/4, Vol. L, Paris, Aug. 1981. 

8 Chaboche, J. L., Dang Van, K., and Cordier, G., "Modelization of the 
Strain Memory Effect on the Cyclic Hardening of 316 Stainless Steel," Transac­
tions of the 5th International Conference on Structural Mechanics in Reactor 
Technology, Paper No. L 11/3, Vol. L, Berlin, Aug. 1979. 

9 Chaboche, J. L., "Viscoplastic Constitutive Equations for the Description 
of Cyclic and Anisotropic Behaviour of Metals," Bulletin de TAcademie 
Polonaise des Sciences, Serie des Sciences and Techniques, Vol. 25, 1977, pp. 
33-42. 

10 Marquis, D., "Etude Theorique et Verification Experimental d'un 
Modele de Plasticite Cyclique," These Paris, VI, 1979. 

11 Chaboche, J. L., and Rousselier, G., "On the Plastic and Viscoplastic 
Constitutive Equations—Part I: Rules Developed With Internal Variable Con­
cept—Part II: Application of Internal Variable Concepts to the 316 Stainless 
Steel," ASME Journal of Pressure Vessel Technology, Vol. 105, 1983, pp. 
153-164. 

12 Dafalias, Y. F., "Modeling Cyclic Plasticity: Simplicity Versus 
Sophistication," Mechanics of Engineering Materials, ed. by Desai, C. S., and 
Gallagher, R. H., Wiley, 1984, pp. 153-178. 

13 Ohno, N., and Kachi, Y., "Description of Stress- and Strain-Controlled 
Cyclic Plasticity Using the Cyclic Nonhardening Region Model," Transactions 
of the 8th International Conference on Structural Mechanics in Reactor 
Technology, Vol. L, Brussels, Aug. 1985, pp. 57-64; Res Mechanica (in print). 

14 Murakami, S, and Ohno, N., "A Constitutive Equation of Creep Based 
on the Concept of a Creep-Hardening Surface," International Journal of Solids 
and Structures, Vol. 18, 1982, p. 597-609. 

15 Ohno, N., Murakami, S., and Ueno, T., " A Constitutive Model of Creep 
Describing Ceep Recovery and Material Softening Caused by Stress Reversals," 
ASME Journal of Engineering Materials and Technology, Vol. 107, 1985, pp. 
1-6. 

16 Mr6z, Z., "On the Description of Anisotropic Workhardening," Journal 
of the Mechanics and Physics of Solids, Vol. 15, 1967, pp. 163-175. 

17 Krempl, E., "An Experimental Study of Room-Temperature Rate Sen­
sitivity, Creep and Relaxation of Type 304 Stainless Steel," Journal of the 
Mechanics and Physics of Solids, Vol. 27, 1979, pp. 363-375. 

18 Ikegami, K., and Nittsu, Y., "Experimental Evaluation of the Interaction 
Effect Between Plastic and Creep Deformation," Engineering Fracture 
Mechanics, Vol. 21, 1985, pp. 897-907. 

19 Kawashima, K., and Yoshida, T., "Cycle-Dependent Change in Plastic 
Stress-Strain Curves," Proceedings of the 1982 Joint Confeence on Experimen­
tal Mechanics, Part I, SESA and JSME, Hawaii, May 1982, pp. 371-376. 

20 Perzyna, P., "Thermodynamic Theory of Viscoplasticity," Advances in 
Applied Mechanics, ed. by Yih, C. S., Vol. 11, 1971, pp. 313-354. 

21 Nouailhas, D., Policella, H., and Kaczmarek, H., "On the Description of 
Cyclic Hardening Under Complex Loading Histories," Proceedings of Interna­
tional Conference on Constitutive Laws for Engineering Materials, ed. by 
Desai, C. S., and Gallagher, R. H., Tucson, Arizona, Jan. 1983, p. 45-49. 

22 McDowell, D. L., "On the Path Dependence of Transient Hardening and 
Softening to Stable States Under Complex Biaxial Cyclic Loading," Pro­
ceedings of International Conference on Constitutive Laws for Engineering 
Materials, ed. by Desai, C. S., and Gallagher, R. H., Tuscson, Arizona, Jan. 
1983, p. 125-132. 

23 Krempl, E., and Lu, H., "The Hardening and Rate-Dependent Behavior 
of Fully Annealed AISI Type 304 Stainless Steel Under Biaxial In-Phase and 
Out-of-Phase Strain Cycling at Room Temperature," ASME Journal of 
Engineering Materials and Technology, Vol. 106, 1984, pp. 376-382. 

24 Ohashi, Y., Kawai, M., and Kaito, T., "Inelastic Behaviour of Type 316 
Stainless Steel Under Multiaxial Nonproportional Cyclic Stressings at Elevated 
Temperature," ASME Journal of Engineering Materials and Technology, Vol. 
107, 1985, pp. 101-109. 

25 Tanaka, E., Murakami, S., and Ooka, M., "Effects of Plastic Strain 
Amplitudes on Non-Proportional Cyclic Plasticity," Acta Mechanica, Vol. 57, 
1985, pp. 167-182. 

26 Lamba, H. S., and Sidebottom, O. M., "Cyclic Plasticity for Nonpropor­
tional Paths: Part I—Cyclic Hardening, Erasure of Memory, and Subsequent 
Strain Hardening Experiments: Part 2—Comparison With Predictions of Three 
Incremental Plasticity Models," ASME Journal of Engineering Materials and 
Technology, Vol. 100, 1978, pp. 96-111. 

27 Kanazawa, K., Miller, K. J., and Brown, M. W., "Cyclic Deformation of • 
1% Cr-Mo-V Steel Under Out-of-Phase Loads," Fatigue of Engineering 
Materials and Structures, Vol. 2, 1979, pp. 217-228. 

28 Tanaka, E., Murakami, S., and Ooka, M., "A Constitutive Model of 
Cyclic Plasticity in Multiaxial Non-Proportional Loading," Transactions of the 
8th International Conference on Structural Mechanics in Reactor Technology, 
Vol. L, Brussels, Aug. 1985, pp. 71-77. 

29 Nouailhas, D., Chaboche, J. L., Savalle, S., and Cailletaud, G., "On the 
Constitutive Equations of Cyclic Plasticity Under Non-Proportional Loading," 
International Journal of Plasticity, Vol. 1, 1985, pp. 317-330. 

30 McDowell, D. L., "A Two Surface Model for Transient Nonproportional 

Cyclic Plasticity: Part 1—Development of Appropriate Equations: Part 
2—Comparison of Theory With Experiments," ASME JOURNAL OF APPLIED 
MECHANICS, Vol. 52, 1985, pp. 298-308. 

A P P E N D I X 

A Evolution of Cyclic Nonhardening Range. Let us con­
sider cyclic straining between fixed limits eg,in and eg,ax. The 
range g < 0 at the beginning of the nth cycle is [e£,ax - 2p„_ l, 
6^ax]. (In Fig. 2, RB is the range g < 0 at the beginning of the 
first cycle.) Then, in the first half of the nth cycle where ep 

changes from e£,ax to e£,in, equation (2) becomes 

f> = \ (,41) 
[clF\, eg l i n<e"<eg l ax-2 / 0„_1 

With AtP = eg,ax - e£,in, the above equation is rewritten as 

P „ - o . 5 - P „ - i = c ( A ^ - 2 p „ _ 1 ) 042) 

In 041) and 042), pn_1 and p„_0.5 denote the values of p at the 
beginning and end of this first half cycle. For the latter half, 
we have 

Pn-P„-o.5=c(A^-2Pn-o.5) ^43) 

If 0 < c < < 1, we obtain from 042) and 043) the approxima­
tion dp/dn = p„ — p„_( = 2c(Ae" — 2p). Thus, assuming 
p„=0 = 0, we have 

2p/Ae" = l - e x p ( - 4 c n ) 044) 

B Monotonic and Cyclic Relations (Model I). Under 
monotonic tensile loading, equation (6)2 together with (l)-(4) 
gives q = 0 for e" < p0 and q = eP - p0 for (P > p0 . 
Therefore, if Kr = 0, we obtain from equation (8) the mon-
tonic tensile relation of Model I: 

fK(0) + [K+(dK/dq)0]eP, e " < p 0 

a=] 045) 
[KeP+(dK/dq)0p0 + K(q), e">p0 

where (dK./dq)0 denotes the value of dn/dq at q = 0. 
Let us consider cyclic straining between fixed strain limits. 

The stabilized size of cyclic stress range is expressed as 

Aos = Ais + 2K(qs) (A6) 

where the subscript 5 denotes the stabilized state. Using (2) and 
(6)2, we have q = p/c, i.e., q = (p — p0)/c. In the stabilized 
state, the range g < 0 occupies the cyclic range of plastic 
strain, i.e., 2ps = Aef, as seen from 044). Therefore, 

qs=(l/c)(AeP/2-p0) 047) 

Noting that T = 0 in a whole cycle in the stabilized state, we 
obtain Ar^ from (J a) as 

Ar,s = [K+(dK/dq)s]AeP (AS) 

where (dn/dq)s denotes the value of dn/dq with respect to qs. 

C Monotonic and Cyclic Relations (Model II). Since the 
yield surface in Model I is regarded as the bounding surface in 
Model II, equations 045)-048) for Model I result in the rela­
tions for the bounding stress a* in Model II by replacing a, K, 
and ij with a*, K*, and i\*, respectively. Therefore, for 
monotonic tensile loading, 

rK*(0) + [K+(dK*/dq)0]e>>, e " < p 0 

o* = \ 049) 
lKeP+(dK*/dq)0p0 + K*(q), e " > p 0 

and for cyclic straining between fixed strain limits, 

Aas* = [K+ (dK*/dq)s]AeP + 2K*(qs) (AW) 

where qs is given by 047). 
Under monotonic tensile loading, we have ij = a — K0 from 

(11), so that (12)! results in da/dtp = A (a* - a). Therefore, 
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for the linear a* - ep relation (28) or (31), we obtain the 
monotonic a — ep relation 

a=K0 + (K+L)eP 

+ [KS-Ko-(K+L)A-l][l-ex.p(-Ae?y\ (All) 

D Determination of Material Constants. Constitutive rela­
tions (9)-(13) together with (l)-(4) have a material function 
K* (q) and constants c, p0 , K, K0, A, and Kr. 

The function and constants above, except Kr, can be deter­
mined from monotonic and cyclic stress-strain curves together 
with ns, the number of cycles for the saturation of strain-
controlled cyclic hardening. By using (.44), the value of c was 
first estimated from the data of ns (Fig. 6). Then, supposing 

Kr = 0 tentatively, we determined K*(q), p0, and K by ap­
proximating the experimental data of monotonic and cyclic 
stress-strain curves with the bounding stress relations (28) and 
(29), or (31) and (32), (dashed lines in Fig. 5 or 10). The values 
of K0 and A were obtained by simulating the transient 
elastoplastic deformation after initial yielding with (A 11) (Fig. 
5 or 10). 

Finally, the value of Kr was adjusted so that (9)-(13) 
together with (l)-(4) gave the best fitting of the experimental 
data of cyclic equalization of positive and negative peak 
stresses under nonzero mean strain (Fig. 6). Incidentally, it 
was found that the tentative assumption Kr = 0 influenced lit­
tle on the values of the other constants as far as the data in 
Figs. 5 and 6 were concerned. 
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A Reduction Method for 
Nonhomogeneous Boundary 
Conditions 
A procedure is described for reducing dynamical equations in two-space variables 
defined in a rectangle with nonhomogeneous time dependent boundary data to 
equations with homogeneous boundary data. The procedure applies not only to a 
single equation but to systems of equations with systems of boundary conditions. 
One-space dimensional problems are treated separately and a condition for ap­
plicability is developed in this case. 

Examples are presented in which dynamical equations in one and two-space 
variables with nonhomogeneous time dependent boundary data are reduced to equa­
tions with homogeneous boundary data. Specific applications to problems in one-
space variable include a simple beam, a laminated composite plate, and a 
Timoshenko beam. For two-space variable problems defined in a rectangle, the ap­
plication of the procedure is made to an antisymmetric angle-ply circular cylindrical 
panel. 

Introduction 

In many dynamical problems, it is advantageous to reduce a 
problem with nonhomogeneous boundary conditions to an 
equivalent problem with homogeneous boundary conditions. 
This is useful when seeking solutions in terms of eigenfunction 
expansions. 

Mindlin-Goodman [1] have given a procedure for reducing 
time dependent nonhomogeneous boundary value problems to 
equivalent homogeneous boundary value problems. They ap­
plied their method to beams while Yu [2] used it on sandwich 
plates and Sun and Whitney [3] on laminated composite 
plates. All these references treat essentially only one-space 
dimensional problems. In the Mindlin-Goodman method, as 
in this paper, separation of variables is used. However, their 
method basically involves solving a system of equations 
several times, whereas to apply the method of this paper re­
quires solving a system of equations once. For one-
dimensional problems a Theorem giving conditions sufficient 
for the method to be applicable is proved herein. 

Three example problems in one-space variable and one 
problem in two-space variables are presented and an illustra­
tion of the application of the procedure to each is worked out 
for at least one specific set of nonhomogeneous boundary con­
ditions. In Example One, which deals with a simple Bernoulli-
Euler beam, it is sufficient to satisfy four conditions; this con­
trasts with 16 conditions in the Mindlin-Goodman method 
[1]. In each one-space dimensional problem, the condition of 
the Theorem is shown to be satisfied and hence the applicabil­
ity of the method is assured. 
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Two-Dimensional Problems 

Given a linear system of partial differential equations 

L[U\=F{x,y,t) for 0<x<a, 0<y<b, 0<t<T (I) 

in which L can be a matrix of linear partial differential 
operators of second order in time and higher order in space, U 
an (« x 1) column vector of functions and F a vector of func­
tions. U satisfies the initial conditions 

U(x,y,0) = <S>(x,y), 
(A) 

and boundary conditions 

Bx[U\ = G*{y,t) along x = «, 

B2[U] = G2{x,t) along y = b, 

B3[U] = G3(y,t) along x = 0, 

B*[U] = G\x,t) along y = 0. 

It is the purpose of this paper to describe a procedure for 
reducing the above problem to an equivalent problem, in 
which the boundary conditions are homogeneous. The pro­
cedure involves looking for a vector function 

W=Wi + W2 + W3 + W4 

in which 
l i f / = y 

(3) 

£ ' [ ^ . ] = G'5y, «„ = 
oifivy 

(4) 

(5) 

and 

W,(x,y,t)=Ai(x,t)Pi(y) ( = 2,4 

Wi(x,y,t)=Ai(y,t)Pi(x) i = l , 3 , (6) 

where At are matrices of unknowns and P, are vectors of given 
functions. 

The conditions 
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Bi[Wi] = Gi (7) 

serve to determine Ah whereas B'[1Vj]=0, i^j, are com­
patibility conditions at the corners setting conditions on G' at 
the corners. In general, the determination of A-t leads to a 
linear system of ordinary differential equations with constant 
coefficients to be solved. However, as is illustrated later with 
an example, this system of ordinary differential equations 
reduces to a system of linear algebraic equations. 

Once such a W has been found, then set 

V= U- W. (8) 

An equivalent problem to the original problem becomes: 

L[V\=F-L[W\=F(x,y,t) (9) 

with initial conditions 

V(x,y,0) = ^{x,y)-W{x,y,0)^i(x,y) 

V, (x,y,0) = * (x,y) - W, (x.y.O) = * (x,y) (10) 

and boundary conditions 

B'[V] = 0 on x = 0,a;y = 0,b. (11) 

An illustration of the method is given later to an antisym­
metric angle-ply laminated circular cylindrical panel [5]. In 
this case there is a system of three partial differential equa­
tions in three unknown functions involving fourth partial 
derivatives and there are four boundary conditions given on 
each edge. 

Reduction of Nonhomogeneous Boundary Conditions 

By means of an affine transformation the problem can be 
transformed to a problem on a square region of side 2, 
- 1 <x<l, - 1 <y< 1, and the boundary conditions: 

B,[W] = G,(y,t) along x=l; (12) 

B2[W] = G1(x,t) along y=l; (13) 

B3[W] = G3(y,t) along x=-\; (14) 

BA[W\ = G\x,t) along y=-l, (15) 

where 

W = ( w „ . . . . wn)
TG'={giu . . . .gim)T, 

m > « , (=1 4 

B'[W]=Mi
00W+M!

wDxW+Mi
0lDyW+ . . . . 

+ Mi
k.,.D^DljW. (16) 

Note that the highest x derivative = kt < the highest order x 
derivative in the differential equation and the highest y 
derivative = /, < the highest order y derivative in the differen­
tial equation. Mm are matrices of size m x n 

with 

with 
= f J l C U O for i = 2,4, 

"T lM<„(y,t) fori =1,3. 

A Wis sought that satisfies equations (12)—(15) and is of the 
form 

W=Wi + W2+Wi + WA: 

JVx=Ax(y,t)Px(x), 

where 

Al(y,t) = 

0 

(17) 

(18) 

0 

ai2 . 

0 . 

« i « - i 

fli«-i 

«1» 

«1« 

0\n 

nxm 

Px(x) = 

PlW 

Pm (*) 

in which pl (x), . . . , p„, (x) are linearly independent func­
tions and 

D$Px(x)=0 at x= -l , /x<Ar3 , 

B2[Wx] = 0 at y=l,BA[Wl]=0 at y-

W2=A2(x,t)P2(y), 

- i ; 

(19) 

(20) 

(21) 

where A2 is an n X m matrix similar in form to A x and P2(y) is 
a n m x l vector with 

D»P2(y) = 0 at y = - \ , ^ h , (22) 

Bl[W2] = 0 at * = 1 , B3[W2]=0 at x=-l; (23) 

W3=A3(y,t)P^x), (24) 

where A3 is a n x m matrix similar in form to Ax and P3(x) is 
a n m x l vector with 

Z>£P3(x) = 0 at x=l, /xS/t,; 

B2[W3]=0 at y=\, B*[W2] = 0 at y=-l; 

and finally 

W4=A4(x,t)P4(y), 

(25) 

(26) 

(27) 

where A4 is an n x m matrix similar in form to A x and PA(y) is 
a n m x l vector with 

D$P4(y) = 0 at j = l , /x</2, 

Bl[W4] = 0 at x=l, B3[W4]=0 at x=-\. 

(28) 

(29) 

+ M\3liDpDl^Wl 

+ Mlii3D^A1DpPl 

Procedure for Determining Wx. Note that from equation (19) 

£3[PF,]=0 a t x = - l , 

i.e., 

BnWl]=Ml0Wl+Mt0DxWl+ . 

=MlaAxPx+M\aAxDxPx + . 

= 0 

since 

Px{x),DxPx(.x) , ^ 3 P , ( X ) = 0 at x= - 1 . 

Consider on x = 1 

5 1 [ ^ ] = M i 0 ^ , + M ! 0 J D x » ' 1 + . . . +MllhDxW'jWl 

= MUAlPl) + M\0(AlDxPl)+ 

+ Ml^(D'jAxDxiPx). (30) 

Equation (30) is a linear system of ordinary differential equa­
tions with independent variable y of order /, in m unknowns, 
o,,, al2, . . . , aXm. Once the a's are determined, Wx is given 
by equation (18). Once Wx is determined in this way, equa­
tions (20) become compatibility conditions on G'(— 1, f) and 
G'(l,t). W2, WT, and W4 are determined in a similar manner 
and hence W of equation (17) is determined which, when com­
bined with equations (8)-(10), yields an equivalent problem 
having homogeneous boundary conditions. In the event that 
Mj,r are independent of x and y then the system has essentially 
constant coefficients (/ = parameter). 

One-Dimensional Problems 

Given a linear system of partial differential equations 

£[U]=F(x,t) for 0<x<L, 0<t<T (31) 

in which £ can be a matrix of linear differential operators se-
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,m 

,m 

cond order in time and higher order in space, U, a column 
(n x 1) vector of functions, and F, a vector of functions with 
initial conditions 

c/u 6)=*(*), 
l/f(x,0) = * ( x ) 

and 2m boundary conditions: 

B°[U\=g?U) at x = 0, i = l , 

Bf[U]=gf-(t) at x = L, i = l , 

where 

B|t^ = aSt(Oi>ft/+aSt_1£»*-1t/+ . . +«8)£/ 
at x = 0 , i = l , . . . ,m 

Bf-[U]=ai-k(t)D
k
xU+(xij!_lD

k
x-

1U+ . . +a^U 

at x = L, i = l , . . . ,m 

with a?,, and a^ are row vectors with n components and 
k+1 — highest order derivative occurring in the system. 
Assume 

(32) 

(33) 

(34) 

(35) 

(36) 

(2m) 
n — ——— = integer. (37) 

(k+1) 

Reduction of Nonhomogeneous Boundary Conditions 

Set 

wj(x,t)=p0(x)aj0(t)+pl(x)aJl(t) + 

+pk(x)ajk(t),j=l, . . . ,n, (38) 

i.e., 

W(x,t)=A(t)P(x), (39) 

where 

P(x) = [p0(x),p[(x), . . . ,pk(x)]r 

with pa (x) = general sufficiently smooth functions, <J = 0 , 
. . . , k\ and 

A(t) = 

«io an 

«20 «21 

« i * 

«2Ar 

_ a n 0 a n l • • • ank_ 

in which «jV are functions of t,j— 1, . . . , « , <r = 0, . . . , A:. 
Inserting PF into equations (35) and (36) gives 

Bl[W\ = oL'lk(t)D
k
xW(x,t)+a'ik_iDk

x-
lW(x,t) 

+ +a"l0W(x,t), (40) 

where k = (2m/n) — 1 and v = 0, L. Introducing equation (39) 
into equation (40) yields 

B:iW] = a:k(t) [A(t)DkP(p)) + a:k_1(t)[A(t)Dk-iP(p)] + 

. . . . + < < , ( ' ) [A(t)P(v)], L=1,. . . ,m, v = 0,L, (41) 

i.e., 2m conditions to determine the n(k+ l) = 2m constants 

In order to determine the applicability of the method, it is 
useful to have a general criterion.. 

Theorem. The above method can always be used provided 
the following 2m vectors, 2m = n(k + 1), 

(rr,,rzj rr„), V = O,L, t = i m 

are linearly independent, where 

V;J = a:kjD
kP(p)+a:k_ljD

k-lP(p)+ + abjP(r), (42) 

and 

a\kj = they'"' component of the n vector ctv
lk. 

Proof. With the notation 

A = [AU . . . ,A„]T, Aj=jlh row, equation (41) can be 
written: 

B»[W] = [AU A2, . . . ,An] 

in which rj) is a (k + 1) column vector for i= 1, . . . , m, and 
v = 0, L. Thus there are 2m conditions to solve for 
n(k+ l) = 2m unknowns aja,j= 1, . . . , n and a = 0, . . . , k. 
Thus a necessary and sufficient condition for solubility is that 
the 2m row vectors B[[W] be linearly independent and the 
Theorem is proved. 

Examples of One-Space Dimensional Problems 

Example 1. Consider the simple Bernoulli-Euler beam 
governed by the fourth order equation in one unknown func­
tion u 

d2u d2 r d2u 

dt2 dx2 dx2 ] =F(x, t). (43) 

For this example «= 1, m = 2, k=3. Since it is the boundary 
conditions with which we are concerned, we give several ex­
amples of possible pairs of boundary conditions, in which 
each set holds at v = 0 and/or at v = L: 

B\[u] = u(v,t) = g\(t) 

B'2[u} = ux(v,t) = g'2(t)\ 

B\[u] = u(V,t) = gl(t) 

B>2[u} = uxx(v,t)=gl(t); 

m[u] = u„(v,Q = g'5V) 

B2\[u] = (EI(x)uxx)x [ ^ = (EI)xuxx + EIuxxx=gl(t); 

B"l[u] = uxx(u,t) = g'1(t) 

B"2[u] = (EI(x)uxx)x | ^ -S0k0u(V,t) = g%(t), 

whereS0= + 1 &tx = L, S0= - 1 a t x = 0 ; 

B\[u] = ux(v,t) = zl(t) 

B'2[u] = (EI(x)uxx)x\ =gf0(0; 
\X-V 

B\[u]=(EI(x)uxx)x\x^ =g'n(t) 

B"2 [u] = EI(x) u„ (v,f)- Stf0ux (v,t) = g\2 (t), 

where Sg = - S0 and $0 = constant. 

(44a) 

(44ft) 

(44c) 

(44d) 

(44e) 

(44/0 

Illustration of Example 1. As an illustration of the method 
of reduction, consider equations (44a) at x = 0 and equations 
(44rf) at x = L, and take p0(x)=l, p{(x) = x, p2(x) = x2, 
p3 (x) = x3. Since n = 1, W=wi=w, and equation (40) becomes 

Bl[w\ = oft wxxx + a"l2 wxx + < , wx + < 0 w, x = 0, L; i = 1,2 (45) 

where 

«? 3=0, a? 2 =0, «? ,=0 , a?0 = l 

a§3=0, < = 0 , a§, = l, ^ 0 = 0 
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«f3=o, «f,=0, af0 = 0 «12 = 1. « i r 

alri=EI(L), « f e = ( £ 0 „ «&=0, e& = - * , , • 

With 

[«io a,, a12 a13] 
nr(X,0=i4( f lPW = 

equation (45) becomes in component from 

= «£('). 

(46) 

(47) 

(48) 

(49) 2a,2 + 6Z,a13=gf(0, 

6£/(Z,)fl13+(£/(*) )x(L)[2a12 + 6La13]-*0flio 
- *oZ.flu - k0L

2al2 - k0L
3al3 =g$(t). (50) 

Equations (49) and (50) can be rewritten in the following con­
venient manner using equations (47) and (48): 

2a12 + 6Z,a13=g£(0, (51) 
Alal2+A2al3=A3(t), (52) 

where 

^ I =2(£7 ( j f ) ) , (Z . ) - * 0 i 2 . 
A2 = 6EI(L)+6L(EI(x))x(L)-k0L\ 

and 

A3(t) = g^t) + k0g1U)+k0Lg°2U). 

The determinant of the coefficient matrix of equations (51) 
and (52) is [\2EI(L) + 4k0L

3]>0. Thus, by the Theorem the 
method is applicable. Solving for a12 and a13 from equations 
(51) and (52) and using equations (47) and (48) gives for Wof 
equation (39) 

W(x,t)=[am,an,al2,an]\p0,pl,p2,p3]
T 

= aw + anx + ai2x
2 + anx

3. 

As another illustration of Example 1, use boundary condi­
tion equations (44a) at x—0 and equations (446) at x = L. Then 
flio=gi. «n = £°, L2al2 + L3al3 = g\ - g? - Lg°2, and 2a12 

+ 6La13 = g%, with determinant 4L3 > 0 and as before the 
method is applicable. 

Example 2. As an example of one-space dimensional 
problem in which there are five unknown functions £/=[«,, 
u2, «3, «4, u5]

T, and five boundary conditions at each end 
consider the case of laminated composite plates dealt with by 
Sun and Whitney [3]. For this example m = 5, n = 5, and k = 1. 
The boundary conditions can be expressed as B"[ult u2, u3, 
u4,us] = B"i, v = Q, L; i= 1, . . . , 5. Special cases of boundary 
conditions are given by: 

B\=AnuUx(v,t)+Al(,u2:X + Bnu^x+Bi6u5tX=g\(t) (53a) 

B\ = ux(v,i) =gW)\ 

Bv
2=A16ul:X+A66u2tX+Bl6u4iX + B6iu5iX 

or 

B\ = u2 

B\ = k(A45u5 +A55u3iX +Aiiu4) 

or 

Bl = M , 

Bl=BnUi,x + Bl6u2%x + Duu^x+DXSluitX 

or 

(536) 

= «5(0 (54a) 

= *5(0 (546) 

= 8W) (55a) 

= g5(/); (556) 
= # ( / ) (56a) 

5S = «4 = £$( ') ; (566) 
ss=Bl6uUx + B66u2iX+Dl6u4tX + D66u5,x =g'5(t) (57a) 

or 

^5 = "5 =gH0, (576) 
where ^4's, 5 's , £>'s and k are constants (See Sun and Whitney 
[3]). 

These boundary conditions can be written in the following 
compact form: 

B:[U\ = a'llUx + ai)U=g'l(t), 

where 

e = 0,Z,; t=l 5, (58) 

a\ = (An,Ai6,0,Bn,B16) 

«!„ = (0,0,0,0,0) 

a'2l=(.A16,B66,0,Bl6,B66) 

a$0 = (0,0,0,0,0) 

aii=k(0,0,A55,0,0) 

a'30=k'(0,Q,0,A55,A4s) 

a»4i=(Bu,Bi6,0,Dn,Dl6) 

< 0 = (0,0,0,0,0) 

'a31=(JJ16,£66,0,A6,Ai6)-

o50 = (0,0,0,0,0) 

or 

or 

a\ =(0,0,0,0,0) 

a j 0 = (1,0,0,0,0) 

aS, =(0,0,0,0,0) 

«5o = (0,1,0,0,0) 

a?[ =(0,0,0,0,0) 

a5o = (0,0,1,0,0) 

ajj = (0,0,0,0,0) 

«Jo = (0,0,0,1,0) 

a?! =(0,0,0,0,0) 

«&, = (0,0,0,0,1) 

Illustration of Example 2. Consider as boundary condi­
tions equations (53a), (546), (556), (566), and (576) at v = Q 
and equations (536), (546), (556), (566), and (576) at v = L. 

Set 
T 

"10 "20 "30 "40 "50 

W{x,t)=A(t)P(x) = 
_«11 «21 «31 «41 «51_ 

A W 

A ( * ) 
(59) 

Choose P0(x) = 1 and p, (x) = x. 

Then according to the Theorem it is necessary to verify that 
the rows of the following matrix are linearly independent. 

M= 

«M„) 
(1.*.) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

«M,6) 
(0,0) 

(1,0) 

a,L) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(0,0) 

(1,0) 

d,L) 

(0,0) 

(0.0) 

(0,0) 

(0,0) 

(0,B„) 

(0,0) 

(0,0) 

(0,0) 

(0.0) 

(0,0) 

(1,0) 

(1,£) 

(0,0) 

(0,0) 

(0,B,«) 

(0,0) 

(0,0) 

(0,0) 

(0.0) 

(0,0) 

(0,0) 

(0,0) 

(1,0) 

(1,1.) 

However, it is clear by inspection that the rows are linearly in­
dependent and hence the method is applicable. 

To find W, it is necessary to solve the 10 equations in the 10 
unknowns a10, an, . . . , a51. 

MaT = gT, (60) 

where a=[a1 0 , au,a20, a2U a30, a31, a40, a4l, a50, a51] 
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and 
g = [g1(0,gf(0,g§(0,gi(0,g?(0,gi(0,gS(0,gf(0,g?(0,gf(03. 

Equation (60) has the following solution: 

an =^ri ' [gi(0-^i6tf2i -£„««, , -B16a5l], 

aw=gf(t)-Lan, 

ai0=g% a n d a , , = L - 1 [ ^ ( 0 - g ? ( 0 ] , i = 2, . . . ,5. 

This information combined with equation (59) gives 
W(x,t)=[wu w2, Vf3, w4, w5]

T. 

Example 3 With Illustration. Consider the case of the 
Timoshenko beam having two unknown functions, U=[u, 
\p]T and the following example time dependent boundary con­
ditions (see Magrab [4]). 

B\{u,4,\ = «(0>0 = g?(0,5H«.'/'] = u(L,t) =gf ( 0 , 

B°2[u,f] =Etyx(0,t) = gl{t)rt[uM =Wx(L,f) = gftf), 

in which m = 2, n = 2, k=l. For P(x) = [p0(x), Pi(x)]T with 
p0(x) = 1, Pt(x) =x the method can be shown not to be ap­
plicable, since in this case the system of equations to be solved 
is linearly dependent. 

However, for p0(x) = 1 +x, pl(x) = x+x2, the method is ap­
plicable and results in the following solution: W=[w, 4>]T, 
where 

w = (\+x)g<{{t) + <,x + x1)(L + L2yi[g\{t)-(\+L)g\(t)] 

and 

i = (l+x)(EI)-i[g°2(t)-(2L)-l(gUt)-g0
2(t))l 

+ (x+x2)(EI2Ly1lg$(t)-g°2(t)]. 

Example of a Two-Space Dimensional Problem 

Application: Antisymmetric Angle-Ply Laminated Circular 
Cylindrical Panel. The displacement components t /= [u, v, 
w]T for an antisymmetric angle-ply laminated panel are 
assumed (Soldatos [5]) to satisfy the system of partial differen­
tial equations of the form 

L[U]m L2 

.L3 

' u~ 

V 

w 

= 

"0" 

0 

0 

- l < K l , 

- 1 < K 1 , (61) 

in which L-n i=l, . . . , 6, are linear partial differential 
operators involving up to fourth-order derivatives in the 
spatial variables and up to second order in the time variable. 
Here « = 3 and TM = 4 . Initial conditions are of the form 

U(x,s,0) = ^(x,s) (62) 

U,(x,s,0) = *(x,s), (63) 

where 

*=[</>,, <t>2, (j>3]T, and ¥ = M,, f2, t3]
T. 

The sixteen boundary conditions for the problem are for 
K = - 1 , 1 : 

on * = K: u(K,s,t) = gKl(s,t); 

(2 2 \ 
Nxs =A66 {~j-vx + —ws J 

~[Bu>(~L~) W » + * 2 6 ( T " )
 w«]=8a(s,f)l 

w(K,s,t) = gK3(s,t); 

2 1 r / 2 \ 2 

(64) 

(65) 

(66) 

M , = B 1 6 [ - ^ + -MJ-[A l(—) 

N, 

+ Dn\L~) w*°\:=8«4(-s>i)'' 

• = K: v = gKS{x,t)\ 

w=gKl(x,ty, 
Ms=B26[^-vx + j-u]-[Dn(j-)\xx 

+ 0^—) Ws^=gKi{X,t). 

Writing the boundary operators in the form 

* 'M = £ E KrD°xD
T>U, i=\, . . . ,4, 

gives: 

B[[U] = 

"1 0 0" 

0 0 1 

0 0 0 

0 0 0 

" u ' 

V 

Vf 
(r) 

0 

0 

0 

0 

0 

0 

A66 

Bl6 

0" 

0 

0 

0 

~ u' 

V 

Vf 

£) A 66 

B 

0 0 ' 

0 0 

0 0 

0 0 

~ u ' 

V 

w 

+ [0] 

2 \ 2 

& 

16 

0 0 0 

0 0 0 

0 0 -Bl6 

0 0 -Du 

2 \ 2 

(r) 

0 0 0 

0 0 0 

0 0 ~B26 

0 0 -Dl2 

with 

Bi[U\=Bi[U\\ 

(67) 

(68) 

(69) 

(70) 

(71) 

(72) 

(73) 

B2[U\ = 

0 1 0~ 

0 0 0 

0 0 1 

0 0 0 

" u~ 

V 

Vf _ 

& 

"0 0 

0 ^66 

0 0 

0 B26 

(f) 

"0 0 0" 

^66 0 0 

0 0 0 

B26 0 0 

" u ~ 

V 

Vf 

+ [0] 

s 

U 

V 

w 
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& ' 

0 0 

0 0 

0 0 

0 0 

0 " 

-Bl6 

0 

-Dn_ 

' u ' 

V 

w 

A^sj)--

«u 

0 

0 

<*n 

ai2 

0 

«13 

«13 

«13 

«14 

«14 

«14 

(s,t). (80) 

(z-): 

0 0 0 " 

0 0 -B16 

0 0 0 

0 0-D22 

' u~ 

V 

w 

(74) 

By choosing 

P{(x) = [(x+ l ) \ ( x + l)\(x+ l ) \ ( x + 1)6]T, (81) 

it follows that D$P\ (x) = 0 at x= - 1, for /x<£3 where Ar3 =2 
and hence 53[W] = 0 at x = - 1 . 

Next consider 

with 

B2[U]=B*[U]. (75) flil^,]: 

Note that the subscripts x and s on the vector U in equations 
(72) and (74) indicate partial derivatives. The boundary condi­
tions are: 

BX[U\ = 

fin 

g\2 

#13 

8u. 

(s,t) a t x = 1; 

B3IU]-

' g-

g. 

g-

. £-

11 

-12 

13 

14 _ 

(5 ,0 a t jc= - 1 ; (76) 

52 [ t^ = 

#15 

#16 

#17 (x,/) a t s = l ; 

5 4 M = 

" g-

g-

8-

- g-

-15 

-16 

17 

18 _ 

(x,t) a t s = - 1 (77) 

Next a W is sought that will satisfy the boundary condi­
tions, but not necessarily the differential equations. Toward 
this end set 

W= Wl + W2 + W3 + W4. • (78) 

As a special case to illustrate the method take 

B2[W]=0 at s = l , B*[W]=0 at x=-l, and B*[W] = 0 at 
5= - 1 . Let 

W1 = [u1,i)1,w1]
T=A1(s,f)Pi0c). 

Since it is only Wl that is sought, set ul =u, y, = v, w, 

-Pi CO = \Pi(x),p2(.x),p2 (x),p4(x)]T, 

(79) 

• w, 

"1 0 0" 

0 0 1 

0 0 0 

0 0 0 

Ai 

" 2 3 ~ 

24 

25 

26_ 

0 0 

0 0 

0 ^ 6 6 

0 5 I 6 

0" 

0 

0 

0 

At 

- 3(22)" 

4(23) 

5(24) 

. 6(25). 

£): 

0 0 

0 0 

0 0 

0 0 

0 

0 

-Bl6 

- A i . 

Ax 

' 3(2)2 " 

4(3)22 

5(4)23 

6(5)24 

0 

0 

>1* 

0 

0 

o 
BK 0 

0~ 

0 

0 

0 

*i* 

~23 " 

24 

2s 

_ 2 6 _ 

& 

0 0 

0 0 

0 0 

0 0 

0 

0 

—B26 

~Dn. 

A\js 

"23" 

24 

25 

_26_ 

= 

" S-ii " 

#12 

#13 

. # 1 4 _ 

(82) 

Equation (82) in component form becomes four linear 
algebraic equations in four unknowns. 

23au + 24a12 + 25an + 26al4 

25an+26aH ?12> 

(83) 

(84) 

—A6( t(A-2 ia l2 + 5.24a13 +6-25a I 4) 

- ( - ^ - ) 51 6(5.4-23a1 3+6-5.24«1 4) 

2 / 2 \ 2 

+ -j—^66^11,1- \T~) B26gi2:SS 

2 
—-B16(4>23al2 + 5-24au+6>25al4) 

(85) 
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- ( — ) Ai(5-4-2 3a 1 3+6.5.2 4« 1 4 ) 

2 / 2 \ 2 „ 
+ ~L~B,6gn's~ \~L~) l28n-ss (86) 

Unique solubility of equations (83)-(86) is always assured 
provided 

A66Du-B
2

l6*0. (87) 

In the event 

A66Dn-B
2

l6 = 0 

the solubility is assured only if 

Dugi3-B16gl4 = A i £ n --B,6g14 

_2_\ 2 
+ ( X " ) gn,ss(DnB26-B16Di2) = 0, 

where 

#13 = £l3 - ( Y ~ ) ^ 6 6 £ l l , s + [-J-) B26gi2iSS, 

g~H=gu - {-j--)Bi6gn,, + (j—J Aagn,^-

The compatibility conditions are: 

B2[W](x,l,t) = 0 and £ 4 [ ^ ( x , - l , 0 

= B2[W\(x,-l,f) = 0. 

From equation (74) with s= 1 

« l 2 ( x+ l ) 4 + f l 1 3 ( ; c+ l ) 5 + t f 1 4 ( *+ l ) 6 = 0, 

^66 ( ^ " ) [«i2(4)(*+ l ) 3 +fl1 3(5)(x+ l ) 4 + a14(6)(jf + l ) 5 ] 

+ ^66 ( - ^ - ) [«n,s (* + I ) 3 + a 12,, ( * + ! ) 4 

+ fl13,s(^+l)5+«14,i(X+l)6] 

(88) 

(89) 

(90) 

(91) 

(92) 

-Bl6 ( — ) [fl13(5)(4)(jf + l)3 + tf14(6)(5)(x + l)4] 

- J 5 2 6 ( — ) [a1 3 ,K(x+l)5+«1 4 ,O T(x+l)6] = 0, 

a 1 3 (x+ l ) 5 +a 1 4 (x+ l ) 6 = 0, 

^26 (^-)[«i2(4)(x+ l)3 +a13(5)(x+ l)5 +a14(6)(x+ l)6] 

+ B26(—)[aUtS(x+l)1 + a12iS(x+l)* + a1Xs(x+iy 

+ a1 4 , s(x+l)6] 

- A 2 ( 2 7 ) t«i3(5)(4)(Jf + l)3 + ff14(6)(5)(x+ l)4] 

- A 2 ( ^ - ) [«.3,,s(^+l)5+«i4,OT(^+D6] = 0. (93) 

If it is assumed 

A66D22-B
2

26*0, (94) 

then the compatibility conditions, equations (90)-(93) become 

anJl,t) = 0, 

ffl2(l,0 = «12,(l.fl = O, 

tf M(l ,0 = fll4,S(l .0 = "M.ssi1 '0 = 0. 

(95) 

Comparing equations (83)-(86) with equations (95), it is 
seen that sufficient conditions for compatibility are: 

d" 

ds"' 
(96) 

d* 

rgl}(s,t)=0, S = K = ± 1 , ii = 0,l, . . . ,4; y = l , 2 , 

l ; ( s , 0 = 0 , S = K = ± 1 , M = 0 , 1 , 2 ; J = 3,4. 

Summarizing. In order to solve equations (61) for [/satis­
fying equations (62)-(71) with the boundary conditions 
homogeneous on 5= ± 1 and x = - 1 it is sufficient to solve: 

L[V}=L[WX], 

where 

V= U- Wx 

subject to the initial conditions: 

V(x,s,0) = $(x,s) + Wi(x,s,0), 

Vt(x,s,0) = *(x,s) + Wut{x,s,0) 

with all boundary conditions homogeneous provided equa­
tions (87) and (94) hold and provided Wx is given by equation 
(79) in which Px(x) is given by equation (81) and At(s,t) is 
given by equation (80) with its components given by solving 
equations (83)-(86). 

Conclusions 
In the two-space dimensional case the method of this paper 

reduces in general to a problem of solving a linear system of 
ordinary differential equations. However, in practice the 
system often reduces to a system of linear algebraic equations. 
In the one-space dimensional case, the method reduces to a 
problem of solving a linear system of algebraic equations. A 
general criterion to determine the applicability of the method 
is given for the one-space dimensional case. 

The method used in this paper to reduce a problem with 
nonhomogeneous boundary conditions to one with 
homogeneous boundary conditions requires prescribing m in­
dependent polynomials for 2m nonhomogeneous boundary 
conditions and determining annxm coefficient matrix which 
is a function of time. This method, as shown, is equally ap­
plicable to one and two (rectangle) space dimensional prob­
lems. In the Mindlin-Goodman method [1], polynomials are 
to be determined, the number of which is the number of 
nonhomogeneous boundary conditions. Coefficients of the Ith 

polynomial are determined from the 2m boundary conditions 
by applying the J'h boundary operator to the I'h polynomial 
such that the result is the Kronecker delta function <5/7. 

To contrast the method of this paper with that of the 
Mindlin-Goodman method [1], it is of interest to note that the 
Mindlin-Goodman method requires, in general, solving four 
equations (2m) in four unknowns («) four times for an Euler 
beam whereas by the method of this paper it is only necessary 
to solve four equations in four unknowns once. When the 
number of unknowns increases, the contrast is even greater. 
For example, in Sun and Whitney [3] where the number of 
equations is five (« = 5) and the order is 2 {k + 1 = 2) and there 
are five boundary conditions (m = 5) on each edge, the 
Mindlin-Goodman method requires, in general, solving ten 
equations in ten unknowns ten times, whereas by the method 
of this paper it is only necessary to solve ten equations in ten 
unknowns. 

Specific examples illustrating the method for the reduction 
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of nonhomogeneous boundary conditions to homogeneous 
boundary conditions are given. In Example 1, boundary con­
ditions for a Bernoulli-Euler beam are treated in which there 
is one unknown function and two boundary conditions at each 
end and an illustration of the method for boundary conditions 
of order zero, one, two, and three are worked out. In Example 
2, a one-space dimensional problem with five unknown func­
tions and five boundary conditions at each end, representing a 
laminated composite plate, was treated with a specific illustra­
tion of representative boundary conditions. The final one-
space dimensional example dealt with a Timoshenko beam in 
which there are two unknown functions and two boundary 
conditions at each end. For this case the importance of 
carefully choosing the polynomial is demonstrated. Finally an 
application to a two-space dimensional problem is given for an 
antisymmetric angle-ply laminated circular cylindrical panel. 
This problem has three unknown functions and four boundary 

conditions for the three functions on each side of the rec­
tangular domain considered. 
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The Effect of Viscoelasticity on the 
Vibration of a Rotor 
This paper analyzes the dynamics of a simple rotor mounted on a shaft constructed 

from a viscoelastic material. The equations are solved using a perturbation tech­
nique that is valid whenever viscoelastic time constants are much larger than elastic 
time constants. Regions of stable and unstable motion are discovered analytically. 
Several time histories for the rotor motion are presented. 

I Introduction 

Since the early days of the development of the steam tur­
bine, rotating flexible shafts have received much attention (see 
for example Bolotin, 1963). Historically, most of the rotor 
dynamic work has involved rotors constructed from elastic 
materials. Recently people have become interested in the 
dynamics of rotors made from materials which exhibit 
viscoelastic behavior (Crandall, 1980, and Pyrz, 1982). The in­
terest stems from the increasing use of Composite Materials in 
structures. Recent papers report on the effect that 
viscoelasticity has on: helicopter rotor blades (Rosen, 1983, 
Pak, 1982); squeeze film bearing forces (Tichy, 1982); 
spacecraft (Tkachenko, 1978); gas turbine disks (Bokhberg, 
1976); flywheels (Cuccuru et al., 1980); and continuous beams 
(Norwood, 1980, and Schweitzer, 1975). This paper examines 
the dynamics of a simple disk mounted in the middle of a flexi­
ble shaft. 

If a shaft is constructed from elastic materials, then there 
will exist certain critical speeds of rotation at which the 
transverse displacement of the shaft (due to mass imbalance) 
reaches a maximum amplitude. These rotational speeds are 
known as critical speeds and correspond to the natural fre­
quencies of vibration of the nonrotating shaft. If the rota­
tional speed is held constant, the shaft vibrations will damp 
out and the shaft will bow out to a steady amplitude that 
depends on the location of the center of mass. If the shaft is 
constructed from viscoelastic materials, then in addition to an 
"elastic" vibration behavior, there will be a slower 
"viscoelastic" motion as the shaft material relaxes under 
stress. This viscoelastic motion can be unstable under certain 
conditions that are developed in the paper. Section II reviews 
briefly the analysis for a simple elastic shaft. Section III 
analyzes the dynamics if the shaft is viscoelastic. 

II Elastic Shaft 

Consider a single rotor (disk of mass m) in the middle of a 
massless elastic shaft (Fig. 1). The center of mass of the rotor 
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Mass M 

mmmmmm, 
Fig. 1 Single mass rotor 

G is offset a distance 5 from the center of the rotor 0. Let (f, / , 
K) be a coordinate system fixed in the laboratory and let (i, j , 
k) be a coordinate system attached to and spinning with the 
rotor with an angular velocity fi (Fig. 2). The elastic shaft pro­
vides a restoring force which is linearly proportional to the 
distance between the rotor center 0 and the nominal location 
of the rotor center B. The effect of this force is modeled by a 
spring of constant k. In addition to the spring force, an exter­
nal damper is added to the system. This damper adds a force 
that is linearly proportional to the velocity of point 0 as 
measured from the laboratory fixed reference frame. The 
damper is modeled as a linear dashpot of constant c. Note that 
the dashpot in Fig. 2 always opposes the velocity of point 0 
and is not only a radial damper. 

The rotor disk is allowed to translate in two directions but it 
is not allowed to tilt in this simple model. The runout of the 
rotor (the distance from B to 0) is defined by the coordinates x 
and y which are distances^ measured with respect to the 
rotating coordinate system (i, j , k). 
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Increasing fl 

n « ( k / m ) 2 

Fig. 2 Configuration for elastic rotor 
Fig. 3 Elastic polar plot 

The position, velocity, and acceleration of the center of 
mass (G) are: 

RG = (x+5cos0)i+O> + 5sin0)j (la) 

RG= (x-Qy-Q8sm6)i+ (y + Qx+Q8cos6)j (lb) 

RG = (x-2Qy-Q2[x + 8cosd])i+ (y + 2Qx-Q2\y + 8smd])j 

(Ic) 

The position and velocity of point 0 are 

R0=xi+yj (2a) 

R0 = (x-Qy)i+(y + Qx)j (2b) 

The equations of motion for the rotor can now be written 

mRn + cR„ + A:R„ = 0 (3) 
In scalar form equation (3) is 

mx + cx-2mQy+ (k-mQ2)x—cQy = mQ28cosd (4a) 

my + cy + 2mUx+ (k-mQ2)y + cQx = mQ28smd (4b) 

In terms of the complex quantity •q = x + iy, the two real 
equations (4a,b) can be expressed in terms of the one complex 
equation 

mrj+ (c + 2imQ)ri+ (k-mQ,2+ ictt)r) = mQ,28ew (5) 

To determine the stability of equation (5), the eigenvalues of 
the homogeneous equation (8 = 0) are checked. The 
characteristic equation associated with equation (5) is 

m\2 + (c + 2imQ)\+ (k-mQ2+ icQ)=0 (6) 

where A is the eigenvalue. The two roots of equation (6) are 

X = M 
2m <M^-(i)T) (7) 

Since the real part is always negative, any motion in the system 
will be damped out and the solution will decay to the 
equilibrium configuration. This equilibrium position will not 
be at the origin (pt. B, Fig. 2) because the rotor center of mass 
is not located at point 0. The equilibrium position is found by 
solving the steady state (time derivatives = 0) version of equa­
tion (5) 

(k-mQ2 + icQ)71 = mQ28ew (8) 

Thus 

Fig. 4 Configuration for viscoelastic rotor 

iQ28ew 

Vea = eq k-mQ2 + icQ 
(9) 

where i\eq is the equilibrium position in complex form. 
A plot of x (Real [j]eq]) versus y (Imaginary [rieq]) as a func­

tion of the parameter fl provides the locus of equilibrium posi­
tions for the rotor. This graph is known as a polar plot. For 
example, if m = 0.25 kg, k = 2,000 N/m, c = 0.75 kg/s, 8 = 
0.001 m, d = 30 deg, then Fig. 3 gives the polar plot. At a par­
ticular constant spin speed, the time history of the motion con­
sists of oscillations that decay to the equilibrium position (one 
point on the polar plot) at that spin speed. For times t » 
c/2m there would be no motion relative to the rotating axes. 

I l l Viscoelastic Shaft 

This section explores the ramifications of replacing the 
elastic shaft (Fig. 1) with a shaft made of viscoelastic material. 
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Fig. 5 Viscoelastic stability map 

The viscoelastic material will be modeled as a standard 3 
parameter solid (Fig. 4) consisting of 2 springs (spring con­
stants k0 and Ar,) and one dashpot (damping constant c,). The 
dynamics of the viscoelastic shaft can be incorporated by in­
troducing an extra degree of freedom in both the x direction 
and the y direction. This extra degree of freedom is 
represented schematically in Fig. 4 by the point A. Point A has 
no mass associates with it and is used only as a convenient 
stepping stone to determine the motion of the center of the 
rotor (point 0). In addition to the viscoelastic element, an ex­
ternal damper (damping constant ce) is added to the rotor. 
The two dashpots (ch ce) in Fig. 4 do not act in the same man­
ner. The external damper (ce) provides a force that is linearly 
proportional to the velocity of point 0 as measured from a 
laboratory fixed (I, J, K) reference frame. The internal 
damper that is part of the viscoelastic element provides a force 
that is linearly proportional to the velocity of point A as 
measured from a rotating (i, j , k) frame of reference. This is 
an important distinction that has significant effects. 

The position, velocity, and acceleration of the mass center 
G are: 

RG = (x2 + 5cos0)i + 0>2 + <5sin0)j (10a) 

Ro = (*2 - ^ 2 - Q<5sin0)i + (y2 + Qx2 + £25cos0)j (106) 

RG = (x2 - 2Qy2 - Q2[x2 + 5cos0]k)f 

+ (y2 + 2nx2 - Q2 \y2 + Ssin0])j (10c) 

The position and velocity of point 0 are: 

R0=x2 i+.y2 j (11a) 

R0 = (x2 - Qy2)i + (y2 + Qx2)j (lib) 

The position and velocity (taken with respect to rotating axes) 
of point A are: 

«4 =*ii+.yij 

The equations of motion in vector form are: 

mRG + ceRo + ko(Ro-RA)=0 

ciRA+ko(RA-Ro)+klRA=0 

Equations (13) represent four scalar equation (two second 

(12a) 

(12b) 

(13a) 

(lib) 

Fig. 6 Time history (stable); A = 0.90; A, = (-0.017 + 0.022/) x 10" 

order and two first order) which can be expressed in terms of 
the two complex quantities ?j2 = x2 + iy2 and r)x = xx + iyl 

as 
mV2 + (ce + 2/mQ)i)2 + (k0—mQ2 + iceQ)r)2 - ^0 i j , = mti2bew 

(14a) 

cirj,+(fco + fc1)i7i--M2 = 0 (146) 

Equation (14) describes the motion of this rotor. For stabili­
ty, the eigenvalues of the characteristic equation 

[m\2 + (ce + 2imQ ) \ + k0- mQ2 + iceQ] [c,-X + ko+kl]-k2
o = 0 

(15) 

must all have negative real parts. A Routh-Hurwitz analysis 
provides the following stability information: 

(a) If c, = 0, ce •& 0 then the rotor is always stable. This is 
not surprising since in this case the viscoelastic material is 
equivalent to an elastic spring of spring constant 

__ knk] 

kn + k, 
(b) If Cj T± 0, ce = 0 then the rotor becomes unstable if fl 

> (km/m)W2. This is a fairly well known result showing that 
internal damping is destabilizing if the rotor spin exceeds the 
lowest natural frequency (Kimball, 1923). 

(c) If Cj ji- 0, ce ^ 0 then the algebra is too involved to 
yield a useful stability criteria. 

To proceed further analytically it is helpful to nondimen-
sionalize the problem so as to highlight the important terms. 
Using 0)o = (k0/m)[/z, m, and r0 = disk radius, as the 
characteristic frequency, mass and length, the following non-
dimensional parameters are introduced: A = fl/co0 = spin 
speed; Q = mw0/ce = external damping (quality factor); w„ 
= [kl/(k0 + kl)]

U2 = relaxation frequency; T = ciw0/kl = 
relaxation time constant; e = h/r0 = imbalance distance. 

In terms of the nondimensional parameters, equations (14) 
become 

h+(-^- + 2iA^r,2 + 0-A2 + iA/Q)rl2-r,1=eA2ew (16a) 

Twlr, i+V , + ( ^ - l ) » ) 2 = 0 (166) 

where r/, and t]2 are now nondimensional variables. As an ex­
ample consider the following dimensional parameters: m = 
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Fig. 7 Time history (stable); A = 0.91; A, = (-0.003 + 0.027i) x 10 ~ b 

0.25 kg; ci/kl = 1 day; k0 = 2,000 N/m; r0 = 0 . 1 m; ce = 
0.75 kg/s; 5 = 0.001 m; kx = 9500 N/m; 0 = 30 deg. The 
characteristic frequency is 010 = 89.4 rad/s. The important 
nondimensional parameters are then Q = 30; um = 0.909; T 
= 7.73 x 106;e = 0.01. The numbers chosen in this example 
correspond to a viscoelastic relaxation time constant (c,/£,) of 
one day. The elastic vibration time constant (l/w0) is ~ 0.01 
s. The disparity between these two time constants is 
manifested in the nondimensional parameter r which in this 
case is five orders of magnitude larger than any other 
parameter. A perturbation approach can be used to solve 
equations (16) whenever viscoelastic time constants are long 
compared to elastic time constants. 

The nondimensional characteristic equation associated with 
equations (16a,b) is 

Fx2 + ( — + 2iA)\+l-A2 + iA/Q\ [coiX + J 

+ (a>2
oo-l)/r = 0 

To take advantage of the small parameter (1/T) let 

Ai A? 

X = x„+ — + —f-+ . . . 

(17) 

(18) 

and solve for the 3 roots of equation (17) accurate to the 
lowest nonvanishing term. The result is two 0(1) eigenvalues 
and one 0(1 /T) eigenvalue. 

a) 0(1) eigenvalues (elastic) 

1 
A„ = M-«kn (19) 

These two roots are labeled the elastic roots since equation 
(19) is the nondimensional equivalent of equation (7). Since 
the error in equation (19) is 0 ( 1 / T ) , the elastic roots will always 
be stable (real parts less than zero) provided 1/2Q 55> 1/T. 

b) 0(1/T) eigenvalue (viscoelastic) 

1 / ui-A2 + iA/Q\ 

V 1 - , 
(20) 

-A2 + iA/Q ) 

This root is labeled viscoelastic since it corresponds to a 
slow 0(1/T) motion that is not present in the elastic shaft. The 
viscoelastic motion will be unstable (real part of X„ > 0) if 

, 4 4 + ( - ^ — c - £ - l ) > i 2 + u L < 

Fig. 8 Time history (unstable); A = 0.913; A, 
10 

0.002 + 0.029/) 

0 (21) 

Figure 5 shows the stability map based on equation (21). If 
the rotor spin speed A < oi„ or if A > w0, the motion is 
always stable. If Q is large (external damping is small) then the 
motion becomes unstable when o^ < A < w0. As Q decreases 
(the external damping increases) the unstable region narrows. 
If Q < 1/(1 - «„) the motion is always stable. Note that the 
boundaries of the unstable region do not depend on the value 
of T (the nondimensional relaxation time constant). Equation 
(21) is valid for any value of r, provided only that 7 is large 
enough to make the perturbation approach valid. 

It is sometimes useful to know the complete time history of 
the rotor motion. If the shaft is made of a viscoelastic material 
then the position of the center of the rotor will change slowly 
with time as the viscoelastic dashpot relaxes. To track the time 
history, equations (16a,Z?) could be integrated over time using 
numerical integration. However even for this simple rotor the 
numerical integration would be expensive since equations 
(I6a,b) are stiff. The equations are stiff because both the fast 
0(1) elastic motion and the slow 0(1 /T) viscoelastic motion are 
included. Any time step that is small enough to discern the 0(1) 
motion would be so small compared to the 0(1 /T) motion that 
an inordinate number of steps would be required to complete 
the integration. 

A perturbation expansion of equations (16a,b) shows that 
motion occurs on two different time scales. There is a fast 
elastic motion associated with the 0(1) eigenvalues. The elastic 
vibrations damp out at the beginning of the motion in a time 
that is very short compared to the viscoelastic motion. Once 
the elastic transients have died out there is a slow 0(1/T) 
viscoelastic motion given by 

(l-A2 + iA/Q)r,2-r,i=eA2ew (22a) 

TOiij.+ih + ( c o i - l ) i i 2 = 0 (226) 

Eliminating ^ produces the single differential equation that 
describes the time history of the center of the rotor. 

™2„(\-A2 + iA/Q)r,2 + (wl -A2 + iA/QUi = eA2e~w 

(23) 

For times l / « 0 « t « T/W0 the elastic motion has died out 
but the viscoelastic element has not yet begun to yield. This 
means that t;, = 0 and equation (22a) gives 
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eA2e'e 

nio- (24) 
l-A2 + iA/Q 

where the subscript o means the beginning of the viscoelastic 
motion. i\2o is the initial condition for equation (23). The solu­
tion to equation (23) is 

' M O ^ ^ - ' ^ e ^ ' + ^co (25) 
where 

eA2eie 

V2^=' 
ul-A2 + iA/Q 

(26) 

and X„ is given in equation (20). Note that ?j2o is just the 
equilibrium position (point on a polar plot) of an equivalent 
elastic shaft using k0 as the spring constant while r?2oo is the 
equilibrium point of an elastic shaft using ka as the spring 
constant. 

Equation (25) is the equation of a spiral centered at r\lm and 
beginning at •nl0. If the real part of X„ < 0 then the motion 
spirals in, asymptotically approaching r/2oo. If the real part of 
X„ > 0, then the motion spirals out diverging from t\2m. 

For the following rotor parameters the stability boundaries 
occur at A = 0.912 and A = 0.997: Q = 30; a>oo = 0.909; T = 
7.73 X 106; e = 0.01; 8 = 30 deg. 

Figure 6 shows the time history for this rotor with a spin 
speed of A = 0.90. Note that the motion occurs in the stable 
region and quickly (on a viscoelastic time scale) decays to ??2oo. 
The numbers at the tick marks along the trajectory signify 
time measured in days. 

Figure 7 shows the time history for the same rotor with a 
spin speed of A = 0.91. This is still in the stable region but 
much closer to the stability boundary. The decay is, therefore, 
slower, allowing more encirclements. 

Figure 8 shows the same rotor with a spin speed of A = 
0.913. The motion is now unstable and the distance from r\2a, 
grows with time. Note that when the motion is unstable, TI2OO is 
not the final position of the rotor, but should be thought of as 
the center of a growing spiral. 

IV Conclusions 

When a rotating shaft is constructed from viscoelastic 

material, the motion of the rotor occurs on two different time 
scales. If the two time scales differ by several orders of 
magnitude, the problem is amenable to a perturbation solu­
tion. The perturbation solution reveals a region of instability 
for the rotor motion. In the unstable region the center of the 
rotor moves in an exponentially growing spiral. If the motion 
occurs in the stable region, the rotor moves in an exponentially 
decaying spiral and the rotor center will reach a final fixed 
position. The spiral motion evolves on a long time scale 
governed by the viscoelastic time constant. 
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Transient Response of a Support 
Structure Excited by an 
Accelerating Unbalanced Rotor 
The transient vibration of a beam supporting an unbalanced rotor is investigated us­
ing finite element discretization techniques. The rotor speed is time dependent to 
simulate transients at startup. The beam is low-tuned relative to the rotor operating 
speed. A rigid rotor shaft mounted in an oil-film bearing is considered. The "short-
bearing" approximation and nonlinear performance of the journal bearing are 
assumed. The method of solution for transient response is based on direct integra­
tion of the system equations of motion using finite element in time formulation. The 
results of numerical anlaysis are presented in graphical form and discussed. One 
notes significant effects of the journal bearing on the system response. 

Introduction 
There is a trend to support rotating machinery on flexible 

foundation blocks which are low-tuned relative to the machine 
speed. In such cases, the machine service speed is higher than 
at least the first natural frequency of the supporting structure. 
Consequently, as the rotor is brought up to speed during start­
up operation, the frequency of the forcing function1 passes 
through one or more resonant frequencies of the system. In 
practice, the large foundation blocks are constructed from 
simple beam and frame elements constituting the main load 
transfer members of the structure (Ellyin, 1982). Therefore, to 
appreciate the dynamic response of the whole system, it is of 
great importance to fully understand the dynamic behavior of 
these simple elements. While there is an abundance of 
literature on steady-state modal vibration analysis of beam 
and frame models, in contrast very few works are published 
on their transient analysis. 

The response of a beam excited by an unbalanced ac­
celerating rotor mounted in a rigid bearing has been studied by 
Victor and Ellyin (1981). An analytical approach to solving 
equations of motion enabled the authors to carry out 
thorough parametric studies, and to draw conclusions regard­
ing the effects of rotor acceleration rate, shear deformation, 
rotary inertia and damping on the system response. However, 
extension of the proposed method of solution to other struc­
tures proved difficult. 

This paper attempts to fill a gap by providing a method of 
solution based on a finite element technique, which makes it 

'The sources of exciting force are numerous. Only the most common one (due 
to rotor unbalance) is considered in this study. 
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more general and, therefore, suitable for vibration analysis of 
complex structures subjected to any type of forcing function. 
First, the method of solution and the computer program 
developed are verified by performing numerical analysis on 
the model investigated by Victor and Ellyin (1981). Then, an 
analysis is undertaken to determine the effect of oil-film bear­
ings on the forcing function and, consequently, on the 
dynamic behavior of a simply supported beam subjected to 
this excitation. 

Method of Solution 

The transient response analysis of continuous physical 
structures generally involves discretization yielding an approx­
imate w-degree of freedom model of the structure. Regardless 
of the spatial discretization scheme employed, the resulting set 
of system dynamic equations of motion becomes: 

[M]lq}+[C\{q} + [K]lq} = {F) (1) 

where [M],2 [C\, and [K\ are the (nxn) system mass, damping 
and stiffness matrices; [F] is the («X 1) external load vector, 
and \q], {q}, and {q} are the ( n x l ) nodal acceleration, 
velocity and displacement vectors, respectively. 

The set of ordinary differential equations (1) can be in­
tegrated forward in time to generate a transient solution. The 
integration scheme used in this analysis is based on a finite ele­
ment in time approximation. A "finite time element" consists 
simply of a fixed time interval, At, which can be treated as a 
standard one-dimensional finite element with two nodes at t = 
t{ and t = t2 (At = T = t2 - t^. 

Finite Time Formulation (Recurrence Formulae). Con­
sider a finite time element with three degrees of freedom per 
node: 

2Throughout the text two notations for matrices and vectors are used inter­
changeably, e.g., [M\ = M, (<?) = q. 
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<ll «l2 

q 2 
no 

«ii t\ T h q2 

This gives six "time-wise" degrees of freedom per element. 
The problem now is to find an approximation for vector func­
tion q{t) which satisfies boundary conditions, as follows: 

q ( ' i ) = qi q ( ' i ) = qi q ( ' i ) = qi 

q(^2) = q2 <i(^) = q2 q(?2) = *J2 

This requires each component #,•(/) of q(t) to be approx­
imated by at least a fifth-order polynomial in time. Thus 

qi{t)^a^Jra2t + a-it
2 + a^ +a5f4 + a6f

5 

= [ltt2t3t4t5]{u} (3) 

and 

q(t) = [I tl t2I t3J t4I t5T\{a} = fflr[a) (4) 

where / is the (n x ri) identity matrix, [*] is the (6« x ri) matrix 
of time terms and (a) is the (6nx 1) vector of undetermined 
coefficients. The first and second derivatives of q(t) are ob­
tained from equation (4): 
q( f )= [0 / 2tl 3t2I 4t3I St4I][a}=[i]T{a} 

q(t) = [0 0 2/ 6tl I2t2l 20t3I]{a) = fflT{a) 

The (6«x l ) coefficients [a] can be evaluated in terms of 
nodal variables by matching the displacements, velocities and 
accelerations at the nodal points tx = 0 and t2 = T, which 
yields: 

(5) 

\Qn\ = 

' telp 
1*1) 

(<7i) 

[Qi\ 

[q2\ 

. l&) . 

1 0 0 0 0 

0 / 0 0 0 

0 0 2 / 0 0 

/ TI T2I T 3 / T 4 / 

0 / 2TI 3T2I 4 T 3 / 

01 

0 

0 

T 5 / 

5r4 / 

0 0 2/ 6TI 12T 2 / 20r3/ 

(6« x 1) (6« x 6«) 

lq„)=lT\{a) 

[a}=[T]~i{Qn} 

" (fli) " 

(a2} 

(«3) 

(«4) 

U5I 

. K) J 
(6n x 1) 

(6) 

(7) 

(8) 

and 

Substituting equation (8) into equations (4), (5) gives an ap­
proximation for q(t), q ( 0 and q(t) in terms of nodal 
variables (q„ J: 

qV)^mTlT\~iiq„)=[N]{<l„} 

q(t)^mT[Ti-1lg„} = [N][q„} (9) 

q ( 0 = [ * ] 7 ' m - 1 ( ? J = [ ^ l [ ? J 
where [TV] = [#]r[Zl - ' = [/V, Af2 Â 3 A^ Â 5 A 6̂] is a matrix of 
interpolation functions (here the fifth-order Hermitian 
polynomials). Substituting equation (9) into the equations of 
motion (1) gives: 

[M][N]{<l„} + [Q[N]{Qn} 

+ [K\[N]lQn)-lF) = lR)^0 (10) 
Note that upon substitution of the approximated functions 

(equation (9)) the equations of motion will generally not be 
satisfied. In fact there is some residual {R} left. The residual 
can be minimized with respect to the shape functions [N] over 
the entire finite time element domain, i.e., over time interval 
At = T. This minimization process (Galerkin approach) can be 
expressed in the form of integral equation, as: 

Fig. 1 Beam supporting an unbalanced rotor 

T [N]T{R}dt = 0 
Jo 

(11) 

Substituting equations (9), (10) into (11) and carrying out in­
tegration and matrix multiplication yields: 

[Z\lg„) = lP) 

[Znl [Zi2\ 

[Z21] •' [222 J 

(6/2 x 6«) 

\Q\) 

{tfiJ 

(4fil 

{Qi\ 

{Qi\ 

\Q2] 

\Pi\ 

\P2] 

(A! 

{P4} 

IP*) 

\P6} 

(12) 

(6«x l ) (6« x 1) 

where 

[P.)= fT/(f-»)[7]{F}d/ 7=1,2, . . . 6 (13) 

and 

iz\ = ^(miM]mT+miQ[i]T+m[K]mT)[T]-,cit (u) 

For an initial value problem, only part of the general time for­
mulation (equation (12)) is required to determine q2, q2 and 
q2. Hence, applying simple matrix algebra and rearranging 
terms gives: 

(<72) 

{Qi) •[Zy. -

~{Pi\~ 

IP2] 

. f p3). 

- [ z „ ] 

" ( ? l ) " 

(15) 

The above formulae represents a recurrence relation between 
displacement, velocity, and acceleration vectors at two suc­
cessive nodes of time element, i.e., at time t + At and t. This 
relationship is employed in a computer program for a se­
quence of time intervals to advance the solution in time in a 
step-by-step manner. Matrix [Z12] has to be inverted only once 
and then, for each time step, only integration to evaluate com­
ponents Pt and simple matrix multiplication is involved. 

The recurrence scheme just derived is conditionally stable. 
For numerical stability (convergence of solution) it requires 
time step At = r to be less than some critical value which, in 
general, is "controlled" by the system's highest natural fre­
quency. Due to the high order approximation used, com­
ponents of matrices [Zu] and [Z,2] contain multipliers 7* with 
the exponent varying from 0 to 5 (1, r, . . T5). For r <SC 1.0, it 
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Fig. 2 Journal-bearing system 

tends to give high upper bounds for a solution error estima­
tion. To test the scheme accuracy, the transient response of the 
same system was obtained using double and quadruple preci­
sion and, additionally, using an independent computer code 
(Addison and Gladwell, 1984). All these results were in com­
plete agreement. 

Forcing Function. A force transmitted from an unbal­
anced rotor to its foundation depends on rotor geometry and 
flexibility, and on mounting details, such as: characteristics of 
bearings, bearing seals, bearing pedestals, etc. To simplify the 
analysis, highly idealized systems are examined in this study. 
A symmetric rigid rotor, represented by a lumped mass (2mr), 
is located centrally between two identical bearings. This leads 
to consideration of only one plane with a bearing supporting a 
load equal to half the rotor weight (Fig. 1). If, further, a rigid 
bearing is assumed the forcing function becomes (Victor and 
Ellyin, 1981): 

F(t)=mre(Q2smQ-QcosQ)-mrym=Fl{t)-mrym(t) (16) 

where e is the rotor mass eccentricity, F, is the vertical compo­
nent of the inertia force due to rotor unbalance, mrym is the 
inertia force due to rotor acceleration in its linear motion. The 
rotor angular travel, 0, is assumed to vary with time according 
to: 

fco jr1(3/2 /7 ,
1

2-^/7 ,
1

3)/3 for 0<t<Tt 
Q=\ (17) 

[wsU-Ti/3) for t>Tx 

where ois and Tx are the rotor service speed and acceleration 
time, respectively. The forcing function cannot be expressed 
analytically if an oil-film bearing (Fig. 2) is assumed. 

Consider first the case when shaft angular velocity oi is con­
stant. The journal is in motion due to the action of four exter­
nal forces, i.e., static load (weight) W, centrifugal force due to 
rotor unbalance P„, and hydrodynamic oil-film forces Pf and 
Pf. In analyzing the motion of the journal, it is convenient to 
employ polar coordinates, i.e., the attitude angle \p and the ec­
centricity ratio e = ej/C (where Cis bearing radial clearance). 
Assuming the force Pf acts in the positive e-direction (i.e., op­
posite to that in Fig. 2), the equations of the journal center 
motion may be written as: 

Pf + Wcosij/ + Pncos(oit-ij/) = mrC(e-i2e) 
, . . . (18) 

Pi-Wsia\l/ + P„sm(o}t—il/)=mrC(ei/ + 2e}f/) 

The only problem in solving these equations is to decide on 

Journal of Applied Mechanics 

functions describing the dynamic film forces (Pf, Pf). Holmes 
(1970) analyzed a nonlinear performance of modern turbine 
bearings, using a "short-bearing" approximation due to Oc-
virk (1953), and reported the results to be in good agreement 
with his experimental works. This approach yields expres­
sions: 

Pl=- (v.L3R/2C2)Ml + 2e2)e 

+ 2(co-2i/Oe2( l-e2)1 / 2]( l-e2)-5 / 2 (19) 
Pl=(lx,L3R/2C2)[4ee 

+ 7re(<o-2^)( l -e 2 ) 1 / 2 /2] ( l -e 2 ) - 2 

where /x is lubricant viscosity, and L and R are bearing length 
and radius, respectively. 

Under static conditions (i.e., in an ideal case of perfectly 
balanced rotor), the journal center takes a unique equilibrium 
position (e0, ipo) given by the well known relationships (Pinkus 
and Sternlicht, 1961): 

5,„ = (1 - e§)2[e0 {16eg + TT2(1 - eg))1 / 2]" ' 

^0 = tan-1[7r(l-eg)1 / 2 /4e0] (20) 

where Sm = /xL3Ro}/4C2 W is the modified Sommerfeld 
Number. Hence, Pf and Pf are functions of e0, e, e, \p and \j/. 
By nondimensionalizing equations (18) it can be shown 
(Holmes, 1970) that, for given rotor unbalance and constant 
angular velocity, the shaft center motion is governed by three 
independent dimensionless parameters, namely: e0, e/C and 
g/Oo2 . 

During transients at start-up operation, there is always 
tangential acceleration of the rotor shaft. Therefore, for such 
a case, the equations of motion for the journal center include 
an additional term, i.e., the inertia force due to circumferen­
tial acceleration of an unbalanced rotor. Hence 

P^ + Wcos\j/ + mre(l2cos(Q - \p) 

+ mretism(Q-i/)=mrC(e-ip2e) (21) 

Pi - Wsm.\j/ + mrefi2sin(Q -1/0 

-mreHcos(Q — \l/) = mrC(e\j/ + 2e\j/) 

The Reynolds' lubrication equation, used in deriving equa­
tion (19), neglects inertia of lubricant. Consequently, the iner­
tia terms due to unsteady velocity (acceleration) of the journal 
surface were ignored. The effect of this acceleration tends to 
reduce the magnitude of the oil-film pressure and, therefore, 
the load carrying capacity of the journal bearing. This reduc­
tion can be significant for high acceleration rates. However, 
use of a more accurate model, to account for this effect, 
would be extremely complicated. Therefore, in the present 
work, at each instant a pseudo-steady state for rotor speed is 
assumed so that equations (19) can be used to calculate forces 
Pf and Pf. After that equations (21) are solved, using the 
fourth-order Runge-Kutta step procedure. These calculations 
are repeated in a time stepping manner to advance solutions 
(for the shaft center motion, dynamic film forces and their 
resultant in vertical direction) in time. A force equal to this 
resultant in magnitude and opposite in sign is considered in the 
original problem as component Fd of the forcing function 
(transmitted through bearing to foundation). Thus 

F(t)=Fd(t)-mrym(t) (22) 

In order to avoid metal to metal friction at the early stage of 
start-up operation, a rotor is lifted up by pressurized oil sup­
plied into bearing. The pressure is dropped when rotor speed is 
high enough to secure sufficient load carrying capacity of the 
bearing film. Therefore, transient analysis of this model 
always starts with a rotor having some initial speed co, and, 
consequently, rotor angular travel is assumed to vary with 
time according to: 
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0 = 

r(ios-o>i)T!(3t2/Ti
2-t3/Til)/i + oiit for 0<t<T, 

^jaj — (co, — to,-) T\ /3 for ?>T, 

(23) 

Structure Modeling. The eight degree of freedom 
Timoshenko beam element TM544, proposed by Akella and 
Craggs (1982), is chosen to model distributed inertial and 
elastic properties of the supporting structure. The element 
four nodal variables represent transverse displacement, bend­
ing slope, shear force, and moment. In deriving the element 
consistent mass and stiffness matrices the centroidal displace­
ment and bending slope are approximated by the fourth and 
the third order polynomials, respectively. The high order ap­
proximation used makes this element suitable for dynamic 
analysis of "deep" beams (with radius of gyration to length 
ratio K > 0.05), i.e., when the effects of shear deformation 
and rotary inertia become significant. 

A standard finite element assemblage process is employed to 
form global mass and stiffness matrices of the discretized 
beam, which are then modified to incorporate system con­
straints and boundary conditions. Upon completion of this 
process, a continuous beam is approximated by a spatially 
discrete «-degree of freedom model with the (n x ri) [M] and 
[K] matrices. 

The exact form of damping for structural elements is 
unknown. However, to take advantage of the direct time step­
ping integration scheme, it is necessary to evaluate the damp­
ing matrix explicitly. In the present analysis a particular form 
of proportional damping (Rayleigh damping) is used. Thus 

[Q=a[M\ + b[K\. (24) 

where a and b are proportionality constants (Bathe, 1982). 

Synthesis and Implementation. In order to implement the 
recurrence formulae (equation (15)) in a computer program, 
components of generalized load vector (P) have to be 
evaluated at each time step according to equation (13). 

Consider first the model with the forcing funtion given by 
equations (16) and (17). The component mrym can be transfer­
red to the left hand side of the system equations of motion 
(equation (1)), by adding lumped rotor mass (mr) to ap­
propriate term in matrix [A/]. The component F,(t) is a 
known function of time, therefore, the integration to obtain 
vectors ( P , ) , (P2) a n d (^3) of equation (13) is straightfor­
ward. The 4-point Gaussian quadrature integration scheme is 
employed in the computer program. 

In the second case, i.e., for the model with the journal bear­
ing and the forcing function given by equation (22), matrix 
[M] is modified in exactly the same way. However, the com­
ponents of vector fP) are obtained differently, since the term 
Fd (t) in the forcing function is not given by analytical expres­
sion. The procedure used in this case can be summarized as 
follows: 

(1) The time interval r is divided into "j" sub-intervals f. 
(2) At each sub-interval f, the dynamic force Fd is deter­

mined according to the procedure outlined before, equations 
(19), (21). 

(3) At the same time, two additional functions are 
generated, namely: fFJ

d and f2FJ
d. 

(4) Then, the " / ' discrete values of these functions, i.e., 
Fd, tFd, and t2Fd are integrated numerically over the interval T 
to give components of vector [ P ] . The cubic spline method of 
numerical integration is used in this process. 

Numerical Analysis and Discussion 

To generalize discussion of the results, additional dimen-
sionless parameters are introduced, namely: a — o>s/co0; |3 = 
TS/T0; rotor to beam mass ratio 77 and damping factor in the 
first mode of vibration f (where co0 and T0 are the system first 
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O 
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u 
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£0= 0.4 g/Cco'= 0.25 e/C=varies 
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Fig. 3 Effect of rotor unbalance on steady-state whirl orbit of journal 
center 

beam simply supported at its ends 
K= 0.15 x= 0.85 «:= 0.12 7j= 0.11 a= 1.2 /3=20.0 {=varies (0.0, 0.02) 
c„= 0.4 e/C= 0,2 g/CoJ^ 0.25 

TIME t / r . 

Fig. 4 Comparison of system responses for model with: journal bear­
ing (JB), and rigid bearing (RB) 

natural frequency and period, respectively). The results 
presented apply to reinforced concrete beams (Poisson's ratio 
v = 0.15) with rectangular cross-sections (shear factor x = 
0.85). For the sake of simplicity, the dynamic response of the 
model is examined by analyzing only displacement envelopes 
at the structure driving point, i.e., at the midspan of the beam. 

In the case of an ideal perfectly balanced rotor, for any 
given constant speed, the journal center is in a stationary 
equilibrium and the total oil-film pressure force equals the 
static load on the bearing. However, when the rotor has an un­
balance, the center of the rotating journal is in motion describ­
ing a closed orbit about this equilibrium position. Due to this 
motion, additional pressures are set up in the lubricant film 
which act on the journal as dynamic forces over and above the 
static force. These dynamic forces depend on the journal 
center orbit. 

Figure 3 shows whirl loci of the journal center for e0 = 0.4 
and g/Cu2 = 0.25, being typical for a rotor-bearing system of 
a relatively small high-speed turbogenerator. The orbits are 
obtained by integrating equations of motion (18) for two dif­
ferent values of the rotor unbalance parameter e/C (0.1,0.2). 
The pronounced effect of rotor unbalance on the journal 
center motion and, consequently, on the oil-film dynamic 
forces is obvious from this figure. The magnitude of the rotor 
unbalance is insignificant in analyzing rigid bearing model 
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Fig. 5 Transient orbits of journal center due to rotor acceleration 

since it has no effect on the normalized displacement 
envelopes.3 The results shown in Fig. 3 indicate, however, that 
this magnitude will play a very important role in the analysis 
of the present model. 

Under dynamic conditions the bearing oil film behaves as a 
dashpot system. By employing a conventional linear analysis4 

of the journal bearing, it can be shown that the oil-film "stiff­
ness" and "damping" properties depend on the bearing 
geometry, the lubricant viscosity, the static load on the bear­
ing and, most importantly, on the rotor speed. As a result of 
these dynamic properties, the oil-film plays a dominant role in 
attenuating or amplifying the excitation force due to the rotor 
unbalance. These effects are complex in nature, involving a 
great number of independent parameters, and their detailed 
discussion is beyond the scope of this paper.5 

Figure 4 shows the relationship between displacement 
envelope and time for the model with: (1) journal bearing, and 
(2) rigid bearing. Except for parameters associated with the 
bearing, all other system parameters are identical for both 
cases. The supporting beam and the rotor speed chosen for 
analysis give a = 1.2. The rotor acceleration time is set so that 
the service speed is reached at nondimensional time equal to 
20.0, (|6 = 20.0). The curve indicates the same general 
character of the system response regardless of the bearing 
model. However, magnitudes of the maximum amplitude of 
vibration and levels of envelope oscillation differ con­
siderably. Since the absolute value of the rotor unbalance is 
identical for both models, it is concluded that the force due to 
the rotor unbalance is magnified when transmitted to founda­
tion through an oil-film bearing. It is also noted that the peak-
to-peak amplitude of the envelope oscillation, after the rotor 
speed has stabilized at the operating level, is almost the same 
for both cases. This suggests the transmissibility of the journal 
bearing at the rotor operating speed is close to 1.0 in this case 
and, consequently, that the force magnification occurs during 
the transient period. 

Figure 5 shows transient orbits of the journal center as they 

Note that the displacement envelopes are normalized with respect to static 
deflections due to centrifugal force mren?s. 

Linear analysis of the journal-bearing system is well documented. See, for 
example, Holmes (1960). 

An interested reader is referred to papers concerned with stability of the 
rotor-bearing system, e.g., Hahn (1975). 

V 0.4 g/CcuJ= 0.25. e/C- 0.2 

fill 1 
TIME t / r . 

Fig. 6 Comparison of dynamic bearing force for: journal bearing 
and rigid bearing (RB) 

(JB), 

1.7-

1.6-

1.5-

1.3-

1.0-

0.9-

0.0-

•: o.i 

-:;M 

0.2 \ ~~;\ X 

c,= 0.4 g/Ca'= 

•-[ [""St 

0.25 e/C=varies (0.1, 0.2) 

- - - v ^ ^ f — • • • ! 

: ' r 

i : i : 

TIME t / r . 

Fig. 7 Effect of rotor unbalance on oil-film force magnification factor 

change with rotor velocity coming up from the initial to the 
operating speed. High rotor acceleration rate at the beginning 
of the motion causes rapid increase in the rotor speed and, ac­
cordingly, fast growth of the orbit amplitude. With the steadi­
ly decreasing acceleration rate these changes become smaller 
for each consecutive cycle of journal motion and, eventually, 
the journal center describes the steady-state orbit. From the 
remarks made earlier, it follows that the dynamic bearing 
force, the oil-film flexibility and damping have to change 
accordingly. 

For the particular case studied, the change of bearing 
dynamic forces with time is depicted in Fig. 6. These forces are 
normalized with respect to the same value, mrew2

s. Both 
nonlinearity of the oil-film force, and the change of 
transmissibility with time is observed. To better visualize the 
dynamic transmissibility of the oil-film, a force magnification 
factor is defined as a peak-to-peak magnitude ratio of a jour­
nal bearing force to a rigid bearing force. This magnification 
factor versus time, for e/C = 0.1 and 0.2, is plotted in Fig. 7. 
The relationship manifests full agreement with the conclusions 
drawn from the analysis of the system response presented in 
Fig. 4. A fifty percent magnification (for e/C = 0.2) is ob­
served during the acceleration which decreases to about eight 
percent when a steady-state is obtained. The results 
demonstrate that for a given rotor-bearing system parameters 
the oil-film transmissibility depends not only on the rotor in­
stantaneous speed but also on the rotor unbalance. 

The effect of structural damping on the system response is 
demonstrated in Fig. 4. The displacement envelopes for the 
model with the journal bearing and that of rigid bearing are 
compared for the ideal and damped systems. It is noted that 
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beam simply supported at its ends 
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Fig. 8 Displacement envelope versus lime for different values of rotor 
acceleration time parameter /S 

the levels of the damped transient envelope oscillation for 
both these models lie close to each other after operating speed 
is reached. This can be expected, since the oil-film force 
magnification factor is equal to - 1.08 after rotor speed has 
stabilized at its operating level, as shown in Fig. 7. 

Figure 8 shows the results of the analysis carried out while 
varying acceleration time parameter j3 G3 = 20.0, 30.0, 40.0) 
and keeping all other system parameters fixed. The time when 
the instantaneous rotor speed passes the first natural frequen­
cy of the support system is indicated on the curves by " » ". 
The results illustrate that the maximum amplitude of vibration 
and its shift from the system critical frequency are both depen­
dent on the rotor acceleration time, thus also on the rotor ac­
celeration rate through the critical frequency. It is noted that 
the character of this relationship is similar to that of the rigid 
bearing model (Victor and Ellyin, 1981). This implies that the 
conclusions regarding the dependency of the system response 
on the rotor acceleration rate through the critical frequency 
and on the rotor operating speed are general, regardless of the 
type of bearing in the system. 

The numerical analysis carried out so far dealt with the 
bearing-rotor system parameters typical of a relatively small 
turbogenerator. Larger units operate generally at lower speeds 
and with higher static loads on bearings. Both these 
parameters, as discussed before, have a fundamental effect on 
the dynamic performance of the journal bearing. Parametric 
studies were carried out for e0 = 0.7 and g/Coij = 1.0, being 
typical of a medium-sized turbogenerator rotor (Holmes, 
1970). It will suffice to mention that while the general 
character and trends in the system response remained the 
same, the nonlinear effects of journal bearing on the forcing 
function are more pronounced for this case. This is well il­
lustrated by the transient journal orbits shown in Fig. 9. Con­
siderable increase in a journal bearing force magnification 
(with respect to a rigid bearing) was observed, with its max­
imum being at the rotor operating speed, see Fig. 10. 

Conclusions 

The following major conclusions are drawn from the results 
of the present analysis: 

(1) The proposed method of solution for the transient 
response analysis of structures supporting rotating machinery 
is readily adaptable to complex models of the forcing 
function. 

(2) The dynamic response of the system is highly depen­
dent on the rotor-bearing system parameters. 

(3) A generalization of the overall trends in the system 
response as a result of change in the system parameters, e.g., 
lubricant viscosity, static load, radial clearance, etc., is rather 

- 0 . 2 0.0 0.2 0.4 0.6 
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Fig. 9 Transient orbit of journal center due to rotor acceleration 
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Fig. 10 Oil-film force magnification factor versus time 

difficult due to a large number of independent parameters 
involved. 

(4) Dynamic properties of a journal bearing depend on the 
region of bearing operation on design maps (e0, g/C]) and 
they change during transient period with rotor speed. 

(5) The magnitude of the rotor unbalance has a significant 
effect on the system response. This effect is dependent on a 
specific rotor-bearing system and varies with the instan­
taneous rotor speed. 

(6) For any given system parameters, the dynamic 
response is dependent on the level of the rotor operating speed 
and its acceleration rate through the system critical frequency. 
All conclusions drawn from the previous study (rigid bearing), 
are general regardless of the type of bearing in the system. 

To summarize, the two most important conclusions drawn 
from this study are: (a) the oil-film journal bearings have very 
significant and rather complex effects on the dynamic 
behavior of the system, and \b) the maximum amplitude of 

- vibration of low-tuned structures supporting rotating 
machinery occurs during the transient period of the rotor 
speed build-up and is highly dependent on the rotor accelera­
tion rate through the critical frequency of the support system. 
This maximum amplitude cannot be predicted by the classical 
steady-state analysis. Therefore, the transient response 
analysis, as the most inclusive approach to the system dynamic 
analysis, should be employed in the present-day design prac­
tices of low-tuned foundations. 
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Dynamic Stability of the Rotating 
Shaft Made of Boltzmann 
Viscoelastic Solid1 

A general theory is developed in this paper for studying the dynamic stability of 
high-speed nonuniform rotating shafts made of a Boltzmann viscoelastic solid. The 
equation of motion of the shaft is deduced. The stability criteria are derived by using 
this equation. The unstable regions for a nonhomogeneous viscoelastic shaft are 
worked out numerically. Analytical formulas are also given in this paper for deter­
mining the planar deflection of the shaft and its inclined angle due to a planar static 
load. The conclusions for special cases given in the literature known to the authors 
are all covered by the results in this paper. 

1 Introduction 

New materials are now widely used in industry. Many of 
them, such as plastics and composite materials, do not obey 
Hooke's law. Coleman and Noll (1960) proved that the simple 
isotropic material under small deformations can be modeled 
only by the integral or the differential type linear viscoelastic 
models. The one-dimensional constitutive equation of an in­
tegral type material (called Boltzmann material) is given by 
(Fung, 1965) 

f de 
a(0= K(t-r)—-dr, (1.1) 

J - » dr 
where K is the stress relaxation function of the material, and 
the differential type material (called Rivlin material) obeys the 
relation 

d>a 
La aj jfj LJ "j 

j=o dP j=o 

dh 

dP 
Q30^0,a0 = l). (1.2) 

While there is much research work on the strength and 
vibrations of the material obeying equations (1.1) or (1.2) 
(Fliigge, 1975, Pipkin, 1972, and Timoshenko, 1955), only a 
few articles are available on the dynamic behavior of a high­
speed rotating shaft made of viscoelastic material. However, 
some features of the motion of the high spinning viscoelastic 
shaft have been noticed for a long time. For instance, the 
deflection plane of a weighty viscoelastic shaft installed 
horizontally would deviate from the vertical plane when the 
shaft is spinning (Timoshenko, 1955). Another phenomenon 
which attracts attention among engineers consists in the 
dynamic instability of the viscoelastic shaft in certain rotation 
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speed regions (Tondl, 1965, Torby, 1979, Ehrich, 1964, 
Huseyin, 1977, and Thomson et al., 1977). But so far the 
quantitative analysis of these phenomena are only limited to 
the simplest Voigt linear viscoelastic model and to the simple 
rotor system such as a Jeffcoat rotor and a uniform shaft. The 
main difficulty probably lies in setting up the general equation 
of motion for a complex viscoelastic rotor system. Thomson et 
al. (1977) tried to avoid this trouble and phrased the stability 
criterion from the energy viewpoint. But recently Bucciarelli 
(1982) pointed out that this result is wrong. Therefore, it is 
necessary to establish the equation of motion, and indeed, it is 
imperative to study the dynamic instability of a nonconser-
vative system by using the equation of motion. 

Recently, a general theory to treat the rotor system made of 
Voigt material or metal type viscoelastic materials was put for­
ward (Zhang, 1984). But there are still quite a lot of rotor 
systems in practice which could not be modeled by the above 
two models. The high-speed spindle is a simple example. The 
spindle shaft is made of plastic, and the internal friction be­
tween cotton yarn must be considered too. So it is useful to set 
up a general theory based on the constitutive equations (1.1) 
or (1.2). This serves as the subject of our paper. 

2 Equation of Motion 

Let us introduce a fixed cooordinate system o-xyz, where 
the x axis is the undeformed neutral axis of the shaft. The 
deformed neutral axis is described by y=y(x, i) and z-z{x, f). 
In addition, introduce a local system c-yx Z\ on the cross-
section normal to the deformed neutral axis, where c is the in­
tersection of the neutral axis to the cross-section and the yx 

axis and Z\ axis are parallel to the y axis and z axis, respective­
ly (Fig. 1). 

The tensile strain of the longitudinal fibre at (y,,Zi) is given 
by 

ex=-(y'y1+z'z1), (2.1) 

where the double primes denote second-order partial differen­
tiation with respect to x. 
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Let fi denote the rotating angular speed. We have 

y{=rcosQt, Zi=rsmttt, (2.2) 

where r is the radial distance of the fibre from the origin c. 
Substituting equation (2.2) into (2.1), we obtain 

ex=-r(y"cosQt + z"sinQt), (2.3) 

Substituting equation (2.3) into (1.1) with some manipula­
tions, we obtain the tensile stress of the fibre as 

(
CO 

om)\y"(.x,t-0 + az"(.x,t-0] 

(yt cosQ£ + z, sin(2£)G?£ 

- f "m)[z"{x, t-Q-Qy"(.x, t-£)] 
Jo 

(zj cosfl£ —>», sinfl£)<#;. 

Notice that 

1 yidA=\ yizldA=\ zxdA=Q, 

Thus we find that the resultant moment generated by ax over 
the whole cross-section has its components in the y and z direc­
tions, respectively, as 

MZ=-\A oxyxdA = I(x)\"m)[y"(x, t-£) 

+ Q,z"(x, /-£)]cosfi£d£ 

-/(x)[°V(£)[z "(*,/-£) 
Jo 

-Q,y"(x,t-%)]smQ$di, 

My=\A oxzxdA = -I(x)\^m)[y"{x, f - { ) 

+ Qz"(x,t-£))sinQ£d% 

-ioc)\"m)iz'(pc,t-i) 
Jo 

-Qy"(x,t-$)]cosaZdt, 

where I(x) is the moment of inertia of the cross-section. 
Let m(x), c(x),fy(x) andfz(x) denote, respectively, the mass 

per unit length, the external damping coefficient per unit 
length, and the external load distribution along the y and z 
directions. We then have 

(2.4) 

M," = -my-cy+fy, 

My' = mz + cz-fz. 

Substituting equation (2.4) into (2.5) and defining the complex 
deflection, complex bending moment, complex shear force, 
and complex external force, respectively, as 

q = y + iz, M=M7-iMv, 7 . (2.6) 
Q = Qy + 'Qz> F=fy+ifz, 

we obtain 

[l(x)^m)eiang"(x, t-£)-iQq"(x, f -«]rf$] 

+ mq + cq = F (2.7) 

and 

oltzmann viscoelastic solid 

U) 

Fig. 1 The coordinate systems 

M = /<*) ( " m y * [ q " O c , t-&-iQg"(x, t-k)\d$, 
Jo 

Q = [l(x)^m)emnq"(x, t-&-iQq"(x, f~£)]df] 

(2.8) 

Equation (2.7) is the equation of motion for a nonuniform 
rotating shaft made of a Boltzmann viscoelastic solid. 

3 Eigensolutions of the Equation of Motion 

Assume that there are no external forces, i.e., F=0, and let 
q = q(x)eu. Equations (2.7) and (2.8) are reduced to 

(X - tQ)K(\ - iQ)(Iq ")" + (m\2 + c\)q = 0 (3.1) 

M = (\-iQ)K(k-iQ)Iq"ex<, 

Q = (K-iQ)K(X~iQ,)(Iq")'exl, 

where K(s) is the Laplace transformation of K(t), 

(3.2) 

I oo 

K(j)e-srdT. 
o 

It is remarkable that equation (3.1) is also applicable to the 
differential type material (equation (1.2)) provided that the ex­
pression of K is available. 

The usual boundary conditions for the complex displace­
ment q(x) are as follows: 

The deflection at x0 q I x = 0 
(2-5) The slope at x0 q' Ix = 0 (3.3) 

The moment at x0 q " I x = 0 

The shear force at x0 (Iq ")' IXQ = 0 

If the shaft is made of a Hookean material, K(s) = E/S, and 
no external damping exists, i.e., c = 0, equation (3.1) is then 
reduced further (by taking X = /co) to the following well-known 
free vibration equation of motion for an elastic shaft: 

(Elq")'~mu2q = 0. (3.4) 

With the same boundary conditions as in the equation (3.1), 
the eigensolutions of equation (3.4) are denoted by coy and 
qj(x), which correspond to the y'th critical speed and the y'th 
whirling mode of this elastic shaft and we have the following 
orthogonality relations: 
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\QEI<lj'<lkdx=Uj25jk, \jomqJqkdx=8jk. (3.5) 

Now let us expand the solution of equation (3.1), q{x), in a 
series of qj{x): 

<?(*)= YjakQk(x), (3.6) 

. CjJ «> , -0)A-*[(« > -Q) / l 
A ; — CO ,7 

y y 2 2£ 

qj{x) = qj{x) + i £ ^ g,(x) 

(7=1,2 , . . .). 
(3.13) 

where ak are complex coefficients. 
Substituting equation (3.6) into (3.1) and using equation 

(3.5), we have 

r(A-/Q)£(A-/Q) , 

+ *2k + X I ] c ^ = 0 (/'=!. 2 ), (3.7) 
-J / ._ i 

where 

cj'*r ' ••\ c(x)qjqkdx. (3.8) 

Now let us to solve the discrete eigenvalue problem (equa­
tion (3.7)) for two special cases. 

4 Stability Criteria 

According to the stability theory, the system is asymp­
totically stable if and only if the real parts of the eigenvalues 
of equation (3.7) are all negative. Furthermore, it is unstable if 
at least one of them is positive. The function K(s) usually takes 
the form of a rational fraction, so the characteristic equation 
(3.10) can be reduced to an algebraic equation of A with real 
coefficients. By use of the Routh-Hurwitz criterion the stabili­
ty of the system can be determined. 

Let the characteristic equation be of the form 

/(A) = A " + « 1 \ " - 1 + a 2 A " - 2 + . . . +a„ = 0, (4.1) 

the necessary and sufficient condition for /(A) to have the 
roots only with negative real parts is that all the principal 
minors A,(/= 1,2 . . . ri) of the Hurwitz matrix 

(1) Rayleigh Proportional Damping. In this case 
cjk = cjfijk 

equation (3.7) is decoupled to 

(3.9) 

\1+CJj\ + 
(K-iQ)K{\-iQ) . n 

uf = 0 

0 = 1 , 2 ), 

«, = 1, ak = 0 {k*j). 
(3.10) 

The eigenvalues A can be evaluated directly from equation 
(3.10). The corresponding eigenfunctions qj are the same as 
those in equation (3.4). 

(2) Small External and Internal Damping. In this case 
K{s) should be represented as 

K{s) = — + K*{s), (3.11) 

where K* as well as cjk is a small quantity. Most practical rotor 
systems have this property, so the perturbation method can be 
used. The perturbed solution of equation (3.7) may be written 
as 

A = oy + 5,., 

ak = 8Jk + (,l-8jk)Ajk ( * = 1 , 2 ), (3.12) 

where Sj and AJk are small quantities of the same order as K* 
and cJk. Substituting equation (3.12) into (3.7) and neglecting 
all the higher order terms, we have 

«/ = 

-v* 

CJJ c o > y - n ) ^ * [ K - Q ) ' 1 

'-jk 

u}-<4 

IE 

0>j{k*j). 

The approximate eigensolutions of equation (3.7) are then ob­
tained as 

H= 

are positive, i.e., 

a, 1 0 0 . . . 0 

a3 a2 «| 1 . . . 0 

as a4 o3 a2 a{ 1 . . . 0 

A, =a 1>0, A,= 

= a„A„_, >0, 

«i 1 

«3 «2 

>0, . . . , (4.3) 

where ak = 0, if k>n. 
For small external and internal damping, on the other hand, 

the eigenvalues may be given approximately by equation 
(3.13). In this case, the stability criterion is obtained directly as 

cjj + M y ( C^~Q ) ReK* l(Uj - Q)i[ > 0 (/' = 1,2, . . . ). (4.4) 

We consider now some typical viscoelastic materials. 

(1) Voigt Model. This is the most frequently adopted 
viscoelastic model, for which 

K{t) = E{H{t) + ,xb{t)), 
where H{f) is the unit step function and 5(0 is the unit impulse 
function. It is easily deduced that K{s) = E{\/s + /*). 
Substituting it into equation (3.10), we have 

\2+Cjj\ + (l+nX)coj = iQnw} (/'=1,2, . . .). 

Squaring both sides of this equation and making some rear­
rangements, we obtain 

A4 + 2(Cjj + ^?)A 3 + [{CJJ + /uo2)2 + 2w?] A2 

+ 2uj{Cjj + nu])\ + co4(l + n2Q2) = 0. 

Substituting it into equation (4.3), we obtain 

At = 2 ( ^ + ̂ 00?), 

A2 = 2{Cjj + ixoij)[{Cjj + iiwj)2+oij], 

A3 = 4{Cjj + y.ujfwj[{Cjj + fiu])2 - cojfi2/*2], 

A4 = co?(l+/i2n2)A3. 
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Obviously, A( and A2 are both always positive. From A3 >0 , 
we have 

Cii 

fiU, 
+ o)j (y'=l,2, . . .), 

or equivalently 

Q < Q0 = min ( - ^ - + u •) . (4.5) 

This is the stability criterion for a rotor system made of a 
Voigt solid under the Rayleigh proportional external damping. 
From equation (4.5) it is clear that there exists a maximum 
stable rotation speed Q0. If 0>Q 0 , the system will be unstable 
and the excited whirling mode is qjt where j is the subscript of 
the minimum term in equation (4.5). Obviously, Q0 is larger 
than the first critical speed co, unless the external damping is 
zero. In the later case Q0 = coi, and the first mode is excited. 
Therefore, the external damping delays the instability. 

If the Voigt solid is with small internal loss, /x<5Cl, and 
hence K* =E/i, then from equation (4.4) we have 

Cjj + o>j(a>j - Q)n> 0 (/ = 1,2, . . .), 

i.e., 

G < - ^ - + &>; (/=1.2, • • .). 

Therefore, the stability criterion (equation (4.5)) for a propor­
tional external damping is also valid for a small external and 
internal damping. 

It should be pointed out that the criterion (equation (4.5)) is 
not the most general stability criterion for a Voigt solid shaft 
because it is not proved yet to be suitable for the case of a non-
proportional external damping or for the case of a large loss. 
Nevertheless, equation (4.5) is a quite general stability 
criterion applicable to the general nonuniform shaft. This 
criterion covers all the special results available in the literature 
(Timoshenko, 1955, Ehrich, 1964, Torby, 1979). 

Example. A uniform Voigt solid shaft is simply supported 
at its two ends. It is well known that 

=/«>i> 
EI 

0=1,2, ,n) 

qj(x) = sin Jirx 

Substituting them into equation (4.5), we obtain 

Q<minr / ' 2 +—jcj ] , 

where 

(4.6) 

m(iu{ 
For a given value of a, the right-hand side of equation (4.6) is 
satisfied by (/'- l)2 y'2< a < / ( / ' + l)2 . So for 0 < « < 4 , the in­
stability occurs when Q>(1 +a)wl and the first whirling mode 
sin irx/1 is excited; for 4 < a < 3 6 , the instability occurs when 
fl>(4 + ff/4)o)1 and the second mode sin 2-or/l is excited; for 
3 6 < a s 144, the instability occurs when Q,>(9 + a/9)o>l and 
the third mode is excited, and so on. 

where 

E £ J ( T , / T £ - 1 ) 
K*(s)<* , 

S T„S* 

E = ER 

Substituting it into equation (4.4), the stability criterion is 
given by 

cJj+ (— - — ) - ^ 7 r > 0 0=1 ,2 , . . .), (4.7) 

which is equivalent to 

Q < O); 

o > « ; ( / '=i ,2, . . . ) , 

where 

«/=[l+(~^)-f]«,</•= 1,2....). (4.8) 
So the shaft will be stable provided that 0 satisfies following 
conditions: 

"0<fi<co, 

w ; < 0 < w ; + I (/=1,2, . . . ,«). 
(4.9) 

Obviously, the stable and unstable intervals appear alter­
natively until wj>w„+ 1 . After that, the unstable regions will 
overlap each other and stable region fully disappears. This 
dynamic behavior is not exhibited for the Voigt solid shaft. 
For a uniform simply supported shaft, the integer n is deter­
mined as 

« = min[.,|(^±i)2<l+^-(-l-i :)]. (4. 10) 

(3) Differential Type Viscoelastic Material (Rivlin 
Solid). As already mentioned, its one-dimensional con­
stitutive equation is (1.2). Assuming e = H(f) and substituting 
it into equation (1.2), and taking the Laplace transformation 
for both sides, we obtain 

k=0 k = 0 

(4.11) 

Substituting it into equation (3.10), we obtain the 
characteristic equation for proportional external damping: 

R 2 P 

^+CJJX) £ «*(* - « )* + J v~L 0*(x - ffi)*=°- (4-12) 
k=0 £ k=0 

F o r s m a l l i n t e r n a l l o s s , ak(k = 1, . . . ,R) a n d 
@k{k=\, . . . ,P) should be small quantities. So we have 

max(P.R) 

(4.13) 

(2) Standard Linear Solid (Fung, 1965). In this model we 
have 

K{t) = ER[l+ (-^- - l) e^]H(t), 

where ra > T£ . If T„ and r t are both very large, the solid ap­
proximates a Hookean material with small internal damping: 

• " " " • 

c 
77777/, 

elas t ic solid 

€ 
77777, 

viscoelast ic solid 

Fig. 2 A simply supported shaft partially made of viscoelastic solid. 
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Fig. 3 The boundaries of excited whirling modes on «-£ plane and its 
instability threshold speed of a simply supported shaft with its middle 
part consisting of a Voigt solid 

Substituting equation (4.13) into (4.4), we obtain the stability 
criterion for this material 

> 0 (7=1,2, . . .). 

k-\ 
2 

k = odd x Ho 

(4.14) 

Example: Four-Parameter Solid {Fliigge, 1975). This 
model is characterized by 

where 

a + £*! a = Ee + (3[ e + /32e, 

8-, 

Substituting them into equation (4.14), we obtain 

ca + aj(^f~ « • ) ( « , - 0 ) > 0 (/=1,2, . . . ). 

Then the stability criterion is given by 

Q<min 
j 

("i~«i)«y 

(4.15) 

This criterion is similar to that for a Voigt solid, equation 
(4.5). 

5 Nonhomogeneous Viscoelastic Shaft 

For a nonhomogeneous viscoelastic shaft, we have 

K=K(x, t) 

equation (3.1) is altered to 

(\-m)[K(x, \-iQ)Iq"]"+(m\2 + c\)q = 0 (5.1) 

The equation of motion of the relevant elastic shaft is given by 

(E(x)Iq")" -m(x)co2q = 0, (5.2) 

whose eigensolutions are still denoted by wj and qj(x). 
Considering now only the material with small loss: 

v i s c o e l a s t i c 
sol id 

e l a s t i c 
s o l i d 

Fig. 4 The inclined angle S 

Fig. 5 The relations between & and (2 for some viscoelastic materials 

. CJJ a>j-Q 

v^ wiC:k + (co ,• — Q)a % 
qj(x) = qj{x) + i D J '" J ' '** q/x) 

(5.4) 

it=i c o ; - <a% 

K(x,s)=^- + K*(x,s), 
s 

we obtain the perturbed solution of (5.1) as follows: 

(5.3) 
where 

cjk = j c(x)qjqkdx, (5.5) 
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= ^oqjlKlx,(.uj-a)i\lQj"\"dx-

Then the stability criterion is given by 

cJj+—— Re^&X) (/ '=l,2, • • .)• 

(5.6) 

(5.7) 

Example: A Simply Supported Viscoelastic Shaft Whose 
Segment (a, 1-a), is made of Voigt Solid (Fig. 2). From equa­
tion (5.7), the stability range is given by 

Q fi0 

0}\ Wl 
f+~ 

L y2( l-£ + —sin/W) 

(5.8) 

where 

C 2a 

a = > f = — . 
ffi/wof 1 

The solid lines in Fig. 3 are the boundaries of different excited 
whirling modes on the a — £ parameter plane. And the dashed 
lines represent the isolines of the nondimensional instability 
threshold speed fl0/co,. 

6 Planar Deflection and Inclined Angle of the 
Rotating Viscoelastic Shaft Due to a Planar Static Load 

Assuming a static planar load F(x)=fz{x)i, from equation 
(2.7) the static deflection qa of the viscoelastic shaft is govern­
ed by 

fz 1 
(47oV = (6.1) 

Q K(-iQ) 

The deflection Z0 of the relevant elastic shaft with the same 
boundary conditions should satisfy 

(EIZS)"=fz. (6.2) 

By comparing these two equations, it is obvious that the solu­
tion q0 of equation (6.1) takes the form 

q0(x)=y(x) + iz(x)=-
QK(-iQ) 

Z0(x), 

*x)=-fHwHw\z^> .K(-Kl). 

1 

Q ""iK(-iQ). 

(6.3) 

z(x)=--Llm[T±--\z0(x). 

The the inclined angle 5 of the deflection plane of the shaft 
(see Fig. 4) is given by 

y _ ReK(-iQ) 

~T~ ImK(-iQ) ' 
tg8 = (6.4) 

Equation (6.4) is the general formula for the inclined angle 8 
under a static load. 

For the Voigt shaft, tg<5 = /zfi. For the standard linear 
model, 

tg<5 = 
(r„-T e)0 
l+T0T£Q

2 ' 

which reaches its maximum 

tg<5„ at Q = 

For the power law viscoelastic solid (Pipkin, 1972), 
K(s) = asp~l. 8 = irp/2, which is independent of Q. For the 
four-parameter solid, 

we have 

K(S): 

tgS = 

£ '+/315 + /3252 

s(l+<*,.$) 

J, - « [ £ • + a,/32fi2 

£ + ( a 1 j 8 1 - | 8 2 ) Q 2 

and it can be expanded to 

'0i \ / , . ft 
<*-(lt-<")(,+JTa2> 

when a, , 0,, and ^2 are all small. 
From equation (6.4) we see that 5 depends on the material 

and Q, but not on the shape of the shaft. For various 
viscoelastic materials, the S~Q relations are quite different 
(Fig. 5). This relation offers us an experimental method for 
selecting the viscoelastic model closest to the actual material 
by measuring the inclined angle of the deflection plane of the 
rotating shaft due to its own weight. 
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Whirl Instabilities in Pressure Step 
Bearings 
The effect on the stability of a dynamically loaded journal bearing of introducing a 
pressure step is examined by calculating numerically the whirl orbits described by the 
journal for a range of values of physical effects. In all full film cases the configura­
tion is unstable in that the orbits spiral outwards to the bearing case; the tightness of 
the spiral is, however, much influenced by parameter values. The presence of ap­
propriate cavitation permits a degree of stability, with the existence of stable whirl 
orbits. Cavity position and extent are vitally important to the stability 
characteristics, a result one would expect to be true of more realistic cavitation 
models than the single one used here. 

1 Introduction 
Instability of a plain journal bearing may often be avoided 

by changing the operating conditions, (i.e., varying the oil 
supply conditions, altering the running speed) but it is 
sometimes advantageous to operate with an alternatively 
designed bearing (e.g., elliptical or orthogonally displaced). 

The effect on stability of grooving the bearing surface and 
hence creating a build up of pressure in the unloaded upper 
half of the bearing was discussed by Newkirk and Grobel [1], 
Since then several investigations have been performed in order 
to determine the stability characteristics of bearings of various 
geometrical shapes. Pinkus [2] found that cylindrical bearings 
were the least stable, but that when they were externally 
pressurized this situation was reversed. Wilcock [3] concluded 
that orthogonally displaced bearings introduced a stiffness ef­
fect, while Akers and Cameron [4], using a finite difference 
model for the journal bearing with a stepped housing (i.e., a 
geometry with one or more "steps" on the bearing at which 
the gap changes discontinuously) were able to show and con­
firm experimentally that this modification enabled the rota­
tional frequency to be more than doubled before whirling 
arose. Allaire [5] also examined the stability aspects of 
pressure step bearings, neglecting the inertia effects due to the 
step, but including those due to turbulence; he found that the 
step size and its position could greatly influence the bearing 
stability. 

The majority of the above bearings have complicated 
geometries, hence the only avenue available to investigate their 
performances has been that of numerical modelling; although 
useful information is provided, the basic dynamics of the 
problem are often obscured by this approach. In the case of 
the stepped bearing, however, we expect the main dynamical 
consequence of the step to be a local steep azimuthal pressure 
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gradient. The experiments of Constantinescu and Galeteuse 
[6], which explored the behavior of the pressure as a function 
of gap width ratio across the step, bear out our expectation; 
depending on the ratio, either rises or falls in pressure may 
occur. 

In this paper we represent the steep pressure gradient, 
caused by the step, by a pressure discontinuity or jump from 
px to p2 at the position of the step (6 = 6X), permitting the 
pressure to vary smoothly with azimuth elsewhere. We then ig­
nore the step in a geometrical sense, and assume a smoothly 
varying gap width throughout the whole circumference of the 
bearing. This device enables us to proceed analytically and 
gain insight into the dynamics of the problem; at the same 

oil groove fy 

pressure jump 

Fig. 1 Coordinate system used 
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time the results of Constantinescu and Galateuse [6], and also 
those of Constantinescu [7] and Ruddy [8] give some credence 
to the model as representative of real bearings with one or 
more steps on the bearing case. 

In practice, cavitation of some form usually arises, and this 
influences stability by introducing an asymmetry into the 
pressure distribution, which implies the existence of a radial 
"stiffness" in the equation of motion for the journal center. 
In this exploratory paper we consider a model in which cavita­
tion is associated with an oil feed at angular position 4>/ on 
bearing case; the size of cavity is determined by the region of 
subambient pressure (difficulties arise with the half film model 
since it requires p(0)=p(ir) = 0, in addition to the pressure 
jump condition. 

For both the full and cavitated lubrication films, force ex­
pressions are derived from the calculated pressure distribu­
tions; on substitution into the dynamical equations of motion 
the whirl trajectories may be calculated for a variety of posi­
tions of oil groove, inlet pressure, Sommerfeld number, and 
normalized angular speed. 

2 Pressure Distribution and Fluid Forces 

For an infinitely long journal bearing (see Fig. 1), the 
pressure as shown by Brindley, Elliott, and McKay [9], is ex­
pressible as 

4(*£-)-**[ (a; — 2coL — 2 
d(f>L\ dh 

dt J d6 

dt 1 
+ 2c—— cos6 

dt J 

(2.1) 

The long bearing approximation is not a true representation of 
what happens in reality, but it does lend itself to analysis 
which should show the trends in bearings of finite length. The 
pressure jump is built into the model via the boundary 
conditions 

Non-dimensional pressure p' 
6 

X320 400 6 
Angle round bearing 
measured from 
maximum film 
thickness 

Fig. 2 Pressure distributions: dashed line denotes pressure given by 
equation (2.4); solid line is distribution found by Ruddy [8] 

(2.2) 
p=px at0 = 0,, 

p=p2atd=2ir + e,, 

where 6{ is the angle between the maximum film thickness and 
the pressure jump. (With p2 >P\ a pressure drop occurs, while 
for p2 <Pi a pressure rise is present.) 

Applying the Sommerfeld transformation 

l - e 2 

( l + e c o s 0 ) = - (2.3) 
1—6 COS <p 

to equation (2.1) enables the pressure distribution to be ex­
pressed as 

p= 
6/MR 

c2 - [ (o>-

1 
+ 

-2wL 

* 

• ) • 

dt 

, ̂ 4>L\ /sin0[ - s i n0 
''~dT/\ ( l - e 2 ) 3 

[ ( i -^> _(!_=*!)']] 

N o m e n c l a t u r e 

c = R„—R = radial clearance 
h = gap width 
k = external stiffness of journal 
p = dimensional pressure 

Pf = inlet pressure at the oil groove 
p{ = pressure at 6 = 6{ 

p2 = pressure at 6 = 62 

p/(liR26>/c2) = dimensionless pressure 
Ap=Pi~p2 = pressure jump due to step at 0 = 0, 

Ap[ =Ap/(tiR26)/c2) = dimensionless pressure jump 
r = radial distance between centres of 

journal and bearing 
t = time 

(3 = 0! + (0 t + ?) = angle (anticlockwise) from upward 
vertical to pressure jump 

e = eccentricity ratio 
e„ = static eccentricity ratio 
\ = angle between vertical and rotating 

loadline 
0 = polar angle 

6f = position of the oil groove from 
line of maximum film thickness 

0! = position of pressure jump from 
line of maximum film thickness 

4> = transformed coordinate using 

l - e 2 

1+e cos0 = - -
1 - ecoscj) 

<f>f = Bf+ (9L + £) = position of the oil groove from 
upward vertical 

</>, = position of pressure jump from 

wL-

maximum film thickness in the 
transformed coordinates 

<f>L = attitude angle 
4>L = static attitude angle 

fi = viscosity 

dt 

0>I = d j ( -
2Mc\ 

w 

= frequency of rotation of applied 
load 

o> = angular speed of journal 

normalized angular speed 

D = journal diameter 
(FnF„) = radial and tangential force com­

ponents exerted on the journal 
L = bearing length 

M = mass of journal 
N = angular speed of journal 

W • , , 
Pw=—— = unit load 

R = journal radius 
R0 = bearing radius 

u.N / D \ 2 

S- 1 — 1 = Sommerfeld number 
Pw \2c/ 

T=tC W \ 

2Mc, 

W 

normalized time 

bearing load 
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Fig. 3(a) S = 0.01685; a-, = 1.6; Ap1 = 5 Fig. 4 S = 0.0421 ̂  =1.6; Ap1 =5 

Fig. 3(6) S = 0.01685; ti^ = 1.6; Ap1 = - 5 Fig. 5 S = 0.01685; u1 = 2.5; Ap1 = 5 

Ap 

ir(2 + e2) 
(</>-</>1)U+—J + 2(sin</>1-shi 4>)e (2.4) 

+ (sin20 - sin2</>,)— -£- —— 
U 4 J c2(2 + e2)(l+e2)3/2 

(d> - 2cot - 2 - ~ ) (2(sin</>, - sin</>)e + (sin20 

-sin20!)—)J+A> 

where Ap=p2-pl and <j>x is the angle in the transformed 
coordinates corresponding to 0,. As no directly equivalent 
pressure distributions are available from observation of real 
bearings, the results are compared with those from a 
numerical study of orthogonally displaced bearings by Ruddy 
[8], who assumed zero pressure at the displacement points 

with each half of the journal at its own equilibrium point. The 
present model used for comparison had a nondimensional 
pressure jump A/?1 = 2.23 at an angle 7r/4 from the maximum 
film thickness (see Fig. 2). Both distributions possess (i) region 
of large positive pressure in the lower half of the bearing and 
(if) rapid falls of pressure around the offset positions, even 
though the present model has only a single pressure discon­

tinuity, compared with the two offset positions in Ruddy's 
model at which the pressure was assumed continuous and at­
mospheric. Further similarities between the two distributions 
are observed when the subambient pressure in the present 
model is set to atmospheric. (N. B. Ruddy's distribution itself 
is only a rough approximation to the real situation.) 

Since an oil groove is present at 4>f, (Fig. 1), it is necessary to 
introduce this effect into expression (2.4). This is effected by 
evaluating the pressure at the groove, adjusting it to the 
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prescribed value pj and then modifying the pressure ap­
propriately throughout the bearing. 

The fluid force components are calculated from 

f U 

*r=LR\ pcosddd, F„=LR\ psinddd. 
FLUID J FLUID 

(2.5) 

Evaluation of the integrals, (assuming a full film), gives 

F,=-

F„ = 

12v nR3L de 

c 2 ( J _ e 2 ) 3 / 2 df 

12w iiR*L 

+ RL Apsind,, 

d*S (2.6) 
c^ + e^l-eY'^'2011-'2' dt 

-RLAp(cosBi+-^-^. 

As the journal whirls, the pressure discontinuity remains fixed 
on the bearing case; hence 0j is replaced by 

0,=/3-W,L + a (2.7) 

where 0 is a constant angle measured anticlockwise from the 
upward vertical (see Fig. 1). To simplify the numerical calcula­
tions the following restrictions are imposed 

(/) load direction fixed along downward vertical (£ = 0), 

(ii) pressure jump situated at /3 = TT/2. 

When required, cavitation zones were determined by the 
subambient pressure region, for which we adopted the 
simplest model of ambient pressure; other cavitation 
algorithms would merit inquiry. This approach provided an 
adequate description of the pressure distribution provided the 
pressure jump remained in the lubricant. Unfortunately, situa­
tions arose where this was not the case; in such circumstances 
the pressure distribution is identical to that occurring without 
a jump, and is available from expression (2.4), (with the ap­
propriate modifications to bring both the pressure at the 
groove to pj and that in the cavity to its ambient value). With 
the pressure distribution available irrespective of whether the 
jump is in the lubricant or the cavity the fluid force com­
ponents may be calculated from expression (2.5). As the cavity 
size is continually changing, the pressure within this expres­
sion needs modifying as the jump is within the cavity or the 
lubricant. 

It is impossible to present an analytic form for the force 
components, (regardless of whether cavitation is considered). 
Numerical integration techniques are, therefore, employed to 
evaluate Fr and F„ and the resulting answers substituted into 
the equations of motion to calculate the whirl trajectories. 

3 Equations of Motion 

The motion of the rotor, of mass M situated at O ' (Fig. 1), 
is related to a fixed inertial frame, whose origin coincides with 
the center of the bearing O. Then if the position of O ' relative 
to O is specified by polar coordinates (r, <f>L), we can write the 
equations of motion in radial and transverse directions as 

M(r-rj>l) = Fr+Wcos<t>L, 

M( r4>L + 2r<j>L) =F„- Wsm<j>L, 

Thus, nondimensionalizing equations (2.1) by writing r = ce, 
together with 

- ' ( • 

W \ (2Mc\ * /2Mc\ 

2Mc 

Ap1 = Ap ("¥)• 
(3.2) 

substituting for Fr and F„ from (2.5), with Sommerfeld 
number 

020 

015 

0-10 

005 

0-2 0-3 04 0-5 0-6 07 0-8 09 

Fig. 6 Static equilibrium point v f(<0) 

pN / D\ W 
s = ^ p - ( - 2 7 ) ' w h e r e ^ = 7 F ' 

we have 

-247rSe 

*L a) , ( l -e 2 ) 3 / 2 

247r2Se 

+ 2cos$L + 2-irSAp1 cos<t>L, 

e0L + 2ec£i = -(I-4-+L) ( 2 + e 2 ) ( 1 _ e 2 ) . V - . ^ M - 2 s i n 0 i 
(3.3) 

-27rSAp1(sin0L+-j-j^ r) 2 + e2 

At the static equilibrium point e0, <t>L , 

e = 4>L = e = 4>L=0 

hence 

1 T 1 ,"1 _ e0 3Ap'e 
l2^lriS +AP J ~~ (2 + el)(\-eiyA ~ \2ir(2 + 

3Ap'e0 

(2 + e2) ' 

•K 
(3.5) 

4 Numerical Computation of Orbits 

Numerical computations of the whirl orbits have been car­
ried out for a number of pressure jumps, Sommerfeld 
numbers and normalized angular speeds, using an algorithm 
based on Krugh's variable order method. This method in­
volves the reduction of the two second order differential equa­
tions (3.3) into four first order equations, from which we com­
pute data for the whirl trajectories. 

In the presence of cavitation the values of e„ and 4>L re­
ferred to are those corresponding to a ir-film situation in the 
absence of a pressure discontinuity. (These are preferred 
because of the closer similarity with a simple cavitated model 
then with a full film, where <j>L is always 7r/2.) Typical orbits 
are present in Figs. 3(a), 3(b), 4, and 5. 
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Fig. 7(a) S = 0.06177; fi>1 = 2.5; 0, = 3TT/2; Ap1 = 0 

Fig. 7(b) S = 0.06177; Of =2.5; « , = 3ir/2; Ap1 = 1 , . -; Ap1 = 2, 

(a) Full film. The most important result to emerge is that 
for all parameters tested the whirl trajectory spiralled to the 
bearing case and no closed orbit could be found. Other 
features may be summarized as follows: 

(0 The larger the positive pressure jump the greater the 
number of loops around the static equilibrium point and the 
more their elongation in the direction of the load. (Figs. 3(a), 
3(b).) N.B. via equation (3.5) it is easily seen that positive 
pressure jumps move static equilibrium points closer to the 
bearing case. 

(ii) Increasing the Sommerfeld number indicates the 
number of loops around the static equilibrium point and their 
shape becomes more circular. (Figs. 3(a), 4.) 

(iii) Increasing w{ results in fewer loops around the static 
equilibrium point. (Figs. 3(a), 5.) 

Fig.8 S = 0.06177;co1 = 2.5; <t>, = T/6; Ap1 =0. [NB. Ap1 =0.51 produces 
different initial trajectory but indentical final limit cycle.] 
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Fig. 9 S = 0.06177; co1 =2.5; Ap1 =0; <4f = 11jr/24, <t>f = ir/4, 

(if) Whirl speed approaches half shaft speed as the journal 
nears the bearing case. 

A linear stability analysis similar to that developed by 
Holmes [10] substantiated the fact that closed orbits were im­
possible, but produced the stability criterion 

k „. . r ^ i r a - e ^ - S A p ' a - ^ ) 2 ! 
Mco2 >/(«<>)=[-

288TT2(2 + €2
0) 

v [i2r(2-el + 2ei)-3Apl(2-el)(l-el)3/2-l 
X[ (2 + el)(l-el)^ J (4-J) 

when applied to the more realistic model involving some form 
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of external stiffness, represented by k. Graphical representa­
tion of the right-hand side of the above inequality is shown in 
Fig. 6. This reinforces the idea that increasing A/?1, which in 
turn increases the number of loops around the equilibrium 
point, produces a less unstable situation since it appears that a 
smaller value of the stiffness parameter is required to produce 
a stable situation. To find the modification in stiffness re­
quired to stabilize the journal after a given change in A/?1 it is 
necessary not only to utilize Fig. 6 but also to adjust the value 
of the e0, which for fixed Sommerfeld number changes with 
Ap1 according to equation (3.5). 

A phenomenon of particular interest is the elongation of 
trajectories and eventual formation of crescent shape loops 
for increases in the magnitude of the positive pressure jump, a 
feature predicted by analysis for a massless rotor (unpub­
lished). A similar pattern occurred in [9] and was noted by 
Mitchell, Holmes, and Byrne [11], when the Sommerfeld 
number was decreased. A possible explanation of these cres­
cent shaped trajectories is to be found in Brindley, Elliott, and 
McKay [12], where graphs of Fr and F„ indicate/7,. < <F„ and 
that both increase rapidly as e„ approaches unity. This sug­
gests that small disturbances of the rotor from its equilibrium 
position will produce increasingly large unbalanced contribu­
tions from F„ the closer e0 is to unity, with the result that the 
rotor will be displaced further towards the bearing wall in the 
direction of the load. 

So it would appear that the inclusion of a positive pressure 
jump has an effect similar to that of a decrease in Sommerfeld 
number; however, this is obviously not the complete answer as 
increasing Ap1 produces more loops around the static 
equilibrium position whereas decreasing the Sommerfeld 
number for a plain journal bearing decreases this number. 
Hence the effect of increasing Ap1 appears to be more akin to 
a combination of decreasing both S and 6>t. 

(b) Cavitation. The main features are summarized as 
follows: 

(i) The introduction of some form of cavitation in 
pressure jump bearings permits the existence of both stable, 
and unstable trajectories. 

(ii) Two regions of stability are detected as in [9]. 
(Hi) Variations in the sign and magnitude of the pressure 

discontinuity affect the stability borderlines, some jumps in­
creasing, some decreasing the extent of the stable regions. 

(iv) The introduction of a pressure discontinuity may pro­
duce limit cycles, or pole behavior different from that 
predicted with the jump absent. (Figs. 7(a), 1(b).) 

(v) As in the plain journal model changes in Sommerfeld 
number for a fixed jump A/?1 may result in a destabilization or 
a stabilization according to the groove position. 

(vi) Increases in the value of the normalized speed wx 

always destabilize the trajectories irrespective of groove posi­
tion, Sommerfeld number and sign and magnitude of jump. 

(vii) Changes in the supply pressure may for a fixed jump 
value either stabilize or destabilize compared with the no jump 
case, depending on groove position. 

(viii) Increases in the magnitude of the jump or changes in 
its sign may either stabilize or destabilize according to position 
of groove. Figs. 7(a), 1(b).) 

Result (i) taken in conjunction with the findings of the full 
film analysis (which show that irrespective of the sign or 
magnitude of Ap1 no closed orbits exist) suggest that the in­

fluence of the pressure jump on stability is of a secondary im­
portance compared with that exerted by the position of the 
groove and the cavitation zone it induces. (Figs. 8, 9). 

5 Conclusion 

In general the results are similar (but for slight modifica­
tions due to the pressure jump) to those in [9], involving highly 
complex relationships between all the parameters affecting 
stability; the only universal effect, regardless of the values of 
the other parameters, is the destabilization that occurs when 
the normalized angular speed is increased. 

The effects produced by pressure discontinuity in a 
cavitated flow may be most easily understood by a comparison 
of the pressure distribution in the present situation with its 
corresponding form in the absence of a jump. It appears that 
the pressure discontinuity may slightly increase or decrease the 
size of the cavity, hence for those groove positions on the 
stability border it could provide the change in cavity size 
needed to stabilize or destabilize the resulting trajectory. 
However for those positions well removed from this critical 
region the perturbations to the size of cavity are insufficient to 
have any major effect on the trajectory (Fig. 8) and hence its 
form corresponds to that in the absence of a jump. 

In summary, the results obtained indicate the great impor­
tance of cavity size and position in determining the stability 
characteristics of journal bearings. It seems appropriate to end 
with a plea that systematic laboratory experiments be under­
taken to assess the degree of realism of the various cavitation 
models available. Other, more sophisticated models exist (see, 
e.g., Dowson and Taylor [13] which should be amenable to in­
vestigation along the lines followed here). 
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Transient Temperature Distribution 
in Partially Filled Rotating 
Horizontal Cylinders 
The transient temperature distribution in an infinitely long horizontal rotating 
cylinder which is partially filled by a viscous fluid is calculated. Thermal boundary 
and initial conditions are such that the fluid starts from a uniform temperature, and 
that the outer boundary (cylinder surf ace) is isothermal at a different temperature. 
Nondimensional analysis shows that the problem can be fully described by a proper­
ly defined Fourier modulus and a normalized bubble eccentricity. 

Introduction 

The internal temperature distribution in a partially filled 
cylinder rotating about its axis and being exposed to an exter­
nal heat source has several applications, one of those being in 
the food processing industry where liquid canned foods may 
be pasteurized while rotating horizontally and moved by some 
conveyor through a steam chamber. The liquids partially fill 
the can, and there exists a headspace with trapped air. During 
rotation of the can about its axis, the air bubble mixes the con­
tents of the can, thus accelerating the heating process. In spite 
of the wide usage of induced convection heating in the food in­
dustry, the theoretical analysis of flow and heat, useful for a 
systematic design of sterilization processes, is quite limited 
(Lenz and Lund, 1978). Gavish et al. (1978) attacked the flow 
problem in the can, but due to the complexity of the problem 
they had to restrict their analysis to infinitely long cylinders 
with cylindrical bubbles, as opposed to the actual problem of 
finite cylinders with bubbles resembling an airfoil in their 
cross section. The purpose of this analysis is to extend the flow 
problem, which was attacked in Gavish et al. (1978), and 
determine the transient temperature field in this 
configuration. 

Analysis 

The incompressible viscous flow in a partially filled rotating 
horizontal cylinder was studied both experimentally and 
theoretically by Gavish et al. (1978). Here we propose to study 
the transient temperature distribution in that field under the 
assumption that both fields are decoupled. 

Maintaining only convection-conduction terms in the 
energy equation leads to: 

dT 

OF - + PeU-VT=V2T (1) 

where T, U, and a are the fluid temperature, velocity, and 
thermal diffusivity, respectively. Pe is the Peclet number, 
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angular velocity, respectively. 
A typical time scale is of order 0(/2

2 /a) . The Peclet number 
gives a measure of the ratio between typical times for convec­
tion and conduction. In the problem of our interest it turns 
out that Pe > > 1 (Pe~105). Such a large Peclet number 
discards the possibility of solving equation (1) by an ordinary 
finite difference scheme since the norm of the grid must be 
1/Pe approximately, making it necessary to work with enor­
mously large matrices. We make use, therefore, of the Peclet 
number being so large by resorting to asymptotic approxima­
tions of equation (1). 

The solution of the flow problem was given in Gavish et al. 
(1978), assuming two-dimensional creeping flow. (The varia­
tion of the Reynolds number, Qr2/v, in the experiments was in 
the range 0.20-20.) It is most naturally expressed in Bipolar 
coordinates. For our purpose, however, there exists a more 
natural system of coordinates (r,s), r being perpendicular to 
streamlines and * measured along streamlines. 

With respect to the transformations between the Cartesian 
and natural systems x(r,s), y(r,s), the heat transport equation 
(1) in the natural coordinate system is: 

dT 
- + Pe 

U(r,s) dT 1 
h2(r,s) ds hxh2 

JL(JLL 
ds \ h-, 

Idr V h. 
d 

Jr 
dT 

dT\ 

~dr~) 

)} (2) 
''i ds 

where hi and h2 are the metrics of the transformation. 
We expand the temperature in a series: 

T=T°+~kTl+ •••• (3) 

Inserting the expansion into equation (2) and equating coeffi­
cients of like powers of Pe gives for the first order: 

U_dT_0 

h2 ds 
= 0; 

dT, U dT,, 

dt h7 ds 
-=L[T,]; 1 = 0,1,2, (4) 

From equation (4) we have: 

To = T0{r,t) (5) 

where L is the operator which acts on the right-hand side of 
equation (2). Integrating equation (4) along streamlines, for 
i = 0, and noting that conduction times are much larger than 
convection times, we get: 
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Fig. 1 Streamlines of the separated flow field for rg =0.015 m, 
r2 = 0.045 m, and e = 0.0235 m 

where: 

dT0 

dt 

ft> = 

dT0 d2T0 

dr 

72(/Q 

7ito 
M 3 = " 

a/-2 

73W 
7i W 

(6) 

(7) 

and 

*« = l^ ;^=Lw¥(T)d f f ; 

73W da. (8) 

Equation (6) is the governing equation in the zeroth order 
temperature T0. Its physical interpretation is intuitively clear. 
The temperature distribution T„ is identical to the temperature 
distribution in a layered solid, its layers being the streamlines. 
The thermal conductivity of this solid along streamlines is in­
finite, so that heat flows only in the r direction. The 
streamlines themselves are isotherms. 

Numerical Formulation 

The governing equation (6) is a time dependent partial dif­
ferential equation in the natural coordinate r only. The com­
plicated dependence of /x2 and n3 on r requires that a 
numerical method of solution be used. The solution consists 
of two stages. 

(a) Determination of the Flow Field. The flow field is 
evaluated by the equations given in Gavish et al. (1978). The 
simplifying assumptions which were made in Gavish et al. 
(1978) are summarized below: (a) the bubble remains con­
tinuous while the cylinder is rotated; (b) the cross-sectional 
shape of the bubble is circular; (c) the flow field inside the 
bubble is negligible, thus the shear stress on the interface is 
zero; (d) the flow is assumed to be a two-dimensional creeping 
flow. Therefore, the two-dimensional Stokes equations are 
solved for a bubble location which depends on the angular 
velocity of the can. At low rotating speeds, the bubble is set 
far apart from the can center, thus having a high eccentricity, 
e. The eccentricity is defined by 

e 
e = — — (9) 

where e is the distance between the two centers. A typical 
description of such flow regimes is given in Fig. 1 (streamlines 
are separated similar to creeping flows around solid cylinders). 
As the speed increases, the bubble moves toward the can 
center thus attaining small eccentricities, as described, for ex­
ample, in Fig. 2, where streamlines are not separated - all of 
them surround the bubble. Therefore, at small eccentricities, 
the fluid rotates on one region (see also Fig. 6(a) of Gavish et 

rs=C"045m 

r, = 0-OI5m 

e = 0-0059m 

(E=^e s e p=0-I96) 

"0 1 8 2 3 4 5 
X 

Fig. 2 Streamlines of the unseparated flow field for r1 =0.015 m, 
r2 = 0.045 m, and e = 0.0059 m 

\ . . . 

isotherm 
isotherm 

Fig. 3 Division and nomenclature of elements and subelements 

al., 1978). At high eccentricities, the passage between the bub­
ble and the cylinder wall becomes narrow, not permitting all 
of the fluid to pass through it and thus the fluid engulfs the 
bubble, forming two rotational regions (see also Figs. 6(b), 
6(c), and 6(d) of Gavish et al., 1978). 

For the determination of the transient temperature field, the 
radial and the azimuthal directions are divided into N- 1 and 
M— 1 intervals, respectively. Every four points construct a 
subelement, and every M— 1 subelements in the s direction, 
tangent to streamlines, construct a layer, thus forming N— 1 
layers (elements) in the r direction (see Fig. 2). 

(b) Determination of the Transient Temperature 
Field. To solve equation (6), a lumped parameters approach 
is taken, where an energy balance equation is written for each 
element /', which is bounded by two isotherms (streamlines). 
The resultant equation is 

TV+'^LW+W (10) 
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Fig. 4 Modified speed parameter versus the normalized eccentricity, t, 
for various radii ratios, r2/r1 

where the subscripts on T locate the element and the 
superscripts refer to time, and 

At , . At 
a,=- b, = i — 

c, 
-J^SU' Ci = PcpAAi ( i i ) 

p, cp are the fluid mass density and specific heat, respectively. 
A/4,- is the area of each element. Sy is the so-called "shape fac­
tor" for two adjacent elements, / andy: 

Su = *E 
In 

(12) 

where lijm is the common boundary length of two subelements 
m, located in two adjacent elements i and j (see Fig. 3), and 
dijm is the distance between the "centers" of these two 
subelements. 

Numerical stability is guaranteed by requiring bt > 0 (ther­
modynamic reasoning), hence, 

At < m i n ( ) J =1,2, . . . ,N-l (13) 

and time steps where chosen, accordingly, in the program. 
Based on the above formulation the computer program 
evaluates first the flow field and divides it into subelements. 
and elements. The program distinguishes between the two 
flow regimes and identifies all the geometric variables. Then, 
the temperature in each layer (element) is determined at every 
time step, subjected to the boundary conditions, T= TB on the 
outer surface and dT/dr = 0 on the bubble surface. The initial 
condition for the entire field (excluding the outer boundary) is 
T= T,. 

To obtain a general solution it is necessary to state the 
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Fig. 5 Normalized temperature, 0, versus normalized time, i, for dif­
ferent locations, at r2lr-f = 3, and c = 2esep 
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Normalized Time, t/T* 
Fig. 6 Normalized temperature, 9, versus normalized time, T, for various 
normalized eccentricities, e, at r2lr^ = 5 

problem in a dimensionless form. The governing dimen-
sionless groups which were introduced in Gavish et al. (1978) 
were regrouped here for more convenience. Figure 4 gives the 
dependence between the normalized eccentricity, e/(r1-r1), 
and the modified speed parameter, jxQ(r2/tl)/pgrl, for dif­
ferent r2/rx ratios. That figure also gives the eccentricity, esep, 
at which separation takes place. 

Similarity is also achieved in the temperature field. Let us 
introduce a time constant, r*, based on cylindrical heat 
transfer, by 

r\-r 
in (•f) 2 a >. i i 

Defining the Fourier modulus, Fo, by 

„ (XT* 
F 0 = ; -

(14) 

(15) 

and substituting (14) in (15) yields: 

«4[-(i-)>(f-) 
Nondimensionalysing further, time, temperature, and the nor­
mal coordinate as follows: 

(16) 

T = ; 0 = 1 -
T* 

TB-T 
•;R=- (17) 

and substituting the above relations in the unidirectional heat 
conduction equation, which applies here normal to 
streamlines, results in 

dd d26 

along with the boundary conditions 

(18) 
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Normalized Eccentricity, e/(r2-r,) 
Fig. 7 Normalized temperature, 0, versus normalized eccentricity, e, for 
various normalized times, r, at r2''i = 5 

0=1 @ a = a2 (outer surface) 
dd 

dR 
- = 0 @ a = a?) (bubble surface) 

and the initial condition 
61 = 0 @ T = 0 

Now, since the flow field is "similar" for the normalized 
geometric groups, e/(r2-rx) and r2/rx, and the temperature 
field is also governed by the same groups according to equa­
tions (26) and (18), it is concluded that these groups preserve 
overall similarity. 

Results and Discussion 
The results appearing here were extracted from the com­

puter program. Usually a mesh of M=31 by N= 14 (as 
described in Fig. 2) gave good results at low and moderate ec­
centricities. The numerical solution for e = 0 converged exactly 
to the analytical solution for two concentric cylinders (Ozisik, 
1980). At higher eccentricity values, which cause a separated 
flow regime, a finer mesh was required because of the over­
crowding of the streamlines at the left part of the horizontal 
diameter (see Fig. 1). At e = 0.95 a mesh of M= 99 and N= 91 
was needed for a correct computation and division of the flow 
field. But, such a fine mesh requires a very small time 
increment. 

Before discussing the results, one should pay attention to 
the fact that the coolest point in the fluid is not at the center of 
the can. In the separated flow regimes the coolest temperature 
is at the point about which the separated flow rotates. In Fig. 1 
this point is marked by an asterisk (*). In the unseparated flow 
regime the coolest temperature is always at the bubble. In Fig. 
5 the transient temperature field is presented for the flow 
described in Fig. 1. It can be seen that there is a considerable 
difference between the temperatures of the center and the 
coolest point. 

Figure 6 shows the effect of the bubble location on the 
coolest temperature point for radii ratio r2/r{=5. It can be 
seen from the figure that eccentricities ranging from zero (in­

finite rotating speed) up to esep, result in the same normalized 
temperature, 6, as a function of normalized time, T. Only a 
drastic increase of the eccentricity causes a lower temperature 
in the coolest point. This behavior is even more enhanced in 
the cross-plot shown in Fig. 7, where the normalized 
temperature is plotted versus the normalized eccentricity at 
prescribed normalized times. It is obvious that only high ec­
centricities (0.6 and above) have a pronounced effect on the 
coolest temperature. It is also clear that the case e = 0 can serve 
as the upper bound for the temperature at various times. 

It is noted that the results in Fig. 7 are presented only up to 
e = 0.9. Analyzing high eccentricities is costly in computer 
time, as mentioned earlier, and results may turn out to be 
meaningless. This is mainly because of the limitation, of the 
solution given in Gavish et al. (1978), to predict correctly the 
flow field at high eccentricities, i.e., low rotating speeds. 
Another limitation of the present analysis is the assumption 
that the flow and temperature fields are decoupled. This is of 
course not so since the viscosity is drastically affected by 
temperature. However, this fact is not very restrictive since a 
time dependent viscosity results in a time dependent eccentrici­
ty. It has been shown, however, that the eccentricity has a 
weak effect on the temperature (unless the eccentricity reaches 
high values). 

Consider the numerical examples presented in Figs. 1-7: 
Outer radius, r2, m 0.045 
Bubble radius, ru m 0.009 
Fluid viscosity, n, mPa-s 103 

Density, p, kg/m3 900 
Specific heat, cp, kJ/kg-°C 2.0 
Thermal conductivity, k, W/m»°C 0.15 
Fourier modulus, Fo, 0.77 
Time constant, T*, s 19555 
Separation eccentricity, e,m, 0.0107 
(Prandtl number, Pr, 13333) 
It can be seen in Fig. 7 that when t/r* = 1, the temperature at 
the coolest point is just a few percent lower than the surface 
temperature. Therefore, T*. is the time required to reach 
"almost" steady state. 

Similar results, which are not presented here, were 
generated for the case r2/r{=3. The time constant for 
r2/rt =3 is about two thirds of that for r2/r{ = 5, thus requir­
ing much less time to reach steady state. 

Concluding Remarks 
A numerical solution is given for the transient temperature 

distribution in a viscous fluid which fills partially an infinitely 
long horizontal rotating cylinder. It was found that the coolest 
temperature is not at the cylinder center, but depends on the 
flow regime. For unseparated flow it will be on the bubble sur­
face. The bubble eccentricity does not affect considerably the 
temperature-time dependence. Only at high eccentricity ratios 
this eccentricity has a profound influence on the 
temperature - time dependence. The case of e = 0 (no eccen­
tricity, and thus infinitely high rotational speed) is an upper 
bound for the temperature-time curves. 

The results of this analysis were useful in locating the 
coolest point in the experimental program. The times to reach 
steady state predicted by the analysis are much larger than 
those obtained by experiment. This is due to better mixing, 
which occurs in reality; the model used here is still far from 
reality, which is much more complex. 
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Hydrodynamic Lubrication in 
Hemispherical Punch Stretch 
Forming 
The existence and consequence of hydrodynamic lubrication in sheet metal forming 
is demonstrated using a model problem of hemispherical punch stretch forming. The 
problem is solved by incorporating a lubrication analysis into an incremental 
plasticity analysis. The sheet material is assumed to be elastic plastic with strain 
hardening, and the lubricant is assumed isoviscous. The study identifies two dimen­
sion/ess parameters controlling the condition of lubrication. The resulting variable 
friction at the punch-sheet interface is found to affect significantly the distribution 
of strains in the sheet metal and its formability. 

1 Introduction 

Analysis of sheet metal forming (SMF) is best made with the 
incremental theory (Hill, 1950), which describes the path 
dependence of plastic deformation. Currently three problem 
areas confront the modeling work. These are modeling the 
sheet material, developing efficient computational methods, 
and modeling the punch-sheet interfacial friction. On the 
question of material modeling, elaborate yield criteria 
(Mendelson, 1968), strain hardening laws (Koiter, 1953; 
Drucker, 1951), and strain rate hardening laws (Cristescu, 
1967) have been developed to describe the material behavior 
under large strain conditions. The mechanics of SMF is usual­
ly described by a variational principle written in rate form (Bu-
diansky, 1968) and its equivalent finite element stiffness equa­
tions. To improve the efficiency of the incremental computa­
tion, advanced numerical methods (Cavendish et al., to ap­
pear) and better equation solvers (Arlinghaus et al., 1986) are 
being studied. On the question of modeling the interfacial fric­
tion, however, progress has been slow (Wilson, 1978). The 
current practice is to assume that Coulomb's law of friction 
applies, and to adopt a constant coefficient of friction over the 
contact region in such a way that the computed peak strains 
match the measured ones (Wang and Budiansky, 1978). But 
the distribution of strains is sensitive to the magnitude as well 
as the variation of the coefficient of friction over the contact 
region. Moreover, the distribution of strains has a profound 
implication on forming limits (Ghosh, 1978). Therefore, this 
simplistic treatment of the punch-sheet interfacial friction is 
inadequate in modeling SMF (Wilson, 1978). 

The interfacial friction can be computed accurately if the 
contact region is lubricated hydrodynamically, i.e., a thin film 

Contributed by the Applied Mechanics Division for presentation at the 
Winter Annual Meeting, Anaheim, CA, December 7-12, 1986, of The American 
Society of Mechanical Engineers. 

Discussion on this paper should be addressed to the Editorial Department, 
ASME, United Engineering Center, 345 East 47th Street, New York, N.Y. 
10017, and will be accepted until two months after final publication of the paper 
itself in the JOURNAL OF APPLIED MECHANICS. Manuscript received by ASME 
Applied Mechanics Division, February 12, 1985; final revision August 9, 1985. 
Paper No. 86-WA/APM-10. 

of liquid lubricant separates the punch and the sheet surfaces 
completely. The existence of hydrodynamic lubrication (HL) 
is determined by several competing mechanisms: Suppose that 
initially there is a sufficiently thick lubricant film on the sheet 
surface. The advance of the punch against the sheet generates 
a high pressure in the contact region, which generates a flow 
of the lubricant. In the meantime, the stretching motion of the 
sheet tends to carry the lubricant away from the contact 
region. On the other hand, the viscosity of the lubricant 
retards its flow. If the punch advances sufficiently rapidly to 
complete the forming process before the lubricant thins out, 
then the condition of HL prevails. Therefore, besides 
geometric variables and sheet material properties, the 
parameters controlling the condition of HL are the punch 
velocity, the viscosity of the lubricant, the initial film 
thickness, and the composite roughness of the two solid sur­
faces. The last parameter defines the lower limit of the lubri­
cant film thickness, below which the concept of HL does not 
apply. A right combination of these parameters ensures the ex­
istence of HL. The present work is aimed at (1) establishing 
the criteria for HL to exist; (2) computing the fluid friction on 
the sheet metal exerted by the lubricant film; and (3) studying 
the effects of variable friction on the distribution of strains in 
the sheet metal. 

The application of HL to SMF has been previously con­
sidered. Fogg and Owais (1978) considered the lubrication of 
the punch-sheet interface by means of external pressurization, 
and studied the oil film thickness under various operating con­
ditions and arrangements of orifice locations. Wilson and 
Wang (1984) derived a film thickness formula based on the in­
terplay between punch advancing and sheet stretching. Their 
proposed mechanisms, method of analysis, and results are, 
however, substantially different from those of the present 
work. These differences will be discussed in Section 5. None of 
these earlier works studied the influence of HL on the distribu­
tion of strains in the sheet metal. The present work combines 
the squeeze film and sheet deformation mechanisms in 
treating the evolution of the lubricant film. By incorporating 
the lubrication analysis into the incremental plasticity 
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Fig. 1 Geometry and notation 

analysis, the present work reveals the spatial distribution, as 
well as the time variation, of the lubricant film thickness and 
friction in the contact region, and the strains in the sheet metal 
throughout the forming process. 

The model problem studied is the stretch forming of sheet 
metal with a hemispherical punch. In this initial phase of SMF 
lubrication studies, the material is assumed to be elastic plastic 
with strain hardening and the lubricant is assumed isoviscous. 
The plasticity analysis is outlined in Section 2 and the lubrica­
tion analysis given in Section 3. The computational scheme in­
terfacing the two analyses is described in Section 4. Results of 
computation and discussion are contained in Section 5. 

2 Mechanics of Hemispherical Punch Stretch Forming 

The theoretical fundamentals of a finite element analysis of 
SMF have been outlined by Wang and Budiansky (1978), 
based on a nonlinear theory of membrane shells (Budiansky, 
1968). The model treats plastic flow by a modified von Mises 
flow rule, and takes into account finite deformation, work 
hardening and normal anisotropy. The effect of punch-sheet 
interfacial friction is included with the use of a Coulomb type 
coefficient of friction. The computation of sheet deformation, 
stresses and strains is then implemented with an incremental 
integration scheme. This method has been applied to 
hemispherical punch stretch forming, taking advantage of the 
axisymmetric properties of the problem (Wang and Wenner, 
1982). The present work expands this analysis to include a 
study of HL effects. The lubrication and plasticity analyses 

are interfaced through an effective coefficient of friction. In 
the following the plasticity analysis is briefly outlined and at­
tention is paid to obtaining the contact pressure and the sheet 
sliding velocity relative to the punch, which are needed in the 
lubrication analysis. 

A schematic diagram of hemispherical punch stretch form­
ing is shown in Fig. 1. The configuration of the die set is 
specified by the punch radius Rp, the die radius Rd, and the 
undeformed sheet radius R0. In this work, axisymmetric con­
ditions are assumed. At time t = 0, the sheet lies in the z = 0 
plane and is tangent to the punch. At time t, the punch has 
traveled, with a constant velocity Vp, a distance D. A material 
point with coordinates (£, 0) initially is displaced by (u, w) to a 
current coordinate (p, w). The principal logarithmic strains in 
the radial and circumferential directions, tx and e2, respective­
ly, are 

\ ( du \ 2 / dw \ 21 xn 

\- a) 

The strain rates (e} (as a convention, a dot above a quantity 
denotes time rate) are assumed to consist of an elastic part 
(e (e)) and a plastic part [elp)), given by 

[e | = ( £ w ) + ! e w ) , (2) 

where 

i(e)] = 
1 

~E~ 

1 
(3) 

£<">! = -i 
HP) 

<#>> 

E-E, 

EE, 

R 

R 

1+R 

1+R 
1 

(4) 

Nomenclature 

A0 = area on undeformed sheet 
D = punch travel distance 
E = Young's modulus 

E, = tangent modulus 
/ j = horizontal force component per unit undeformed 

sheet area 
f2 = vertical force component per unit undeformed 

sheet area 
[F] = nodal force rate vector, [F}T = [R{, Z „ R2, 

h = lubricant film thickness 
h0 = initial lubricant film thickness 
hs = initial sheet thickness 
H = dimensionless lubricant film thickness, = h/h0 

K = strength coefficient in the strain hardening 
relation 

[K] = global stiffness matrix 
n = strain hardening exponent of sheet material 

N = number of nodes 
p = pressure in the lubricant film 

Pi = pressure at the z'th node 
P"i = pressure under the fth element 
Qi = normal component of force at the rth node 

Qji = tangential component of force at the ith node 

Qi = 

R = 
Rd = 
RP = 
Ro = 
R, = 
R, = 

t = 
T = 
u = 

\U) = 

Ut = 

»r = 
V* = 
Vs. = 

VP = 

V, = 

W = 

W, = 

normal component of force rate at the rth node 
radial coordinate in spherical polar coordinate 
system 
anisotropy constant of sheet material 
die radius 
punch radius 
radius of undeformed sheet 
horizontal component of force at the fth node 
horizontal component of force rate at the fth node 
time 
dimensionless time, = Vpt/Rp 

horizontal component of displacement 
nodal displacement rate vector, {U)T = [Ul, W{, 
U2, W2 ,UN, WN] 
horizontal component of displacement rate at the 
rth node 
/•-component of film flow velocity 
(^-component of film flow velocity 
sheet sliding velocity relative to punch 
punch velocity 
sheet sliding velocity at the rth node relative to 
punch 
vertical component of displacement 
vertical component of displacement rate at the rth 
node 
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and 

[ri + ri-
2R 

l + R T\T2) (5) 

In the above, E,E„v and R are the Young's modulus, tangent 
modulus, Poisson's ratio and anisotropy constant, respective­
ly, of the sheet mateiral. 7, and T2 are the radial and cir­
cumferential components of Kirchhoff stress. re is the effec­
tive stress. In this work, the material is assumed rate indepen­
dent and its uniaxial Kirchhoff stress, T ( U ) , versus uniaxial 
logarithmic strain, e (u ) , curve is assumed to satisfy the 
Ramberg-Osgood relation 

A") 
A") : e - = — + 

r TIK) -i 1/n 

nrJ ' (6) 

where K is the strength coefficient and n is the strain harden­
ing exponent of the sheet material. The tangent modulus E, is 
then the slope of this curve, 

drw 

*•=!**- (7) 

The principle of virtual work for membrane shells in rate 
form can be written as (Budiansky, 1968) 

fiA {Tltei+T1be2)dA0-2hA (7,6,56, +T2e2&e2)dA0 
1A0 iA0 

< { [ ( l+ M f )
2 + wf

2] 

lidu 
T ' r/l" , :. X 2 J ; „ , 2 1

 + T 2 ( £ + y ) 2 dAn 

- L (/,5«+/25w)^0, (8) 

where 

« t = -
~dT' 

hs is the initial sheet thickness, A0 is the area of undeformed 
sheet, / , and f2 are the horizontal and vertical force com­
ponents per unit undeformed sheet area, and 5 denotes varia­
tion. Using axisymmetric ring elements to discretize the initial­
ly flat sheet, linear interpolation functions for the displace­
ment fields in the elements, and following standard pro­
cedures in finite element analysis, a global stiffness matrix 
equation is obtained (Wang and Wenner, 1982), 

[K\{U\ = {F\, (9) 

where 

[U)T= lUuWltUltW2, UN,WN] , 

yN>^NJ ' [F)T= lRuZt,R2,Z2, . . . ,R, 

[K] is the global stiffness matrix, N is the number of nodes, 
and [/, and Wt are the horizontal and vertical components of 
displacement of the rth node, R, and Z, are the horizontal and 
vertical components of force of the rth node. 

The nodal force rates F are obtained as follows: For a node 
not in contact with the punch, i?, = Z, = 0. For nodes which 
contact the punch and slide relative to it, the contact force 
may be decomposed into a normal component Q, and a 
tangential component Q/,; the latter is the friction and is 
related to the former by 

Qfl = nW,t)Qi, (10) 

where /x is the effective coefficient of friction, and <j> is the con­
ical coordinate of the node in spherical polar coordinate 
system. Note that the angle <j> is only used in the contact 
region. The contact force may also be decomposed into a 
horizontal and a vertical components, which are given as 

a-
Ri~\ f sin <t> — ix cos <j>~ 

Z/J [_ cos <j> + /x sin 4> 

The rates of these force components are then 

+ Qi 

sin 4> — n cos </> 1 o 

cos 4> + JX sin 4> J Rn 

1 + ix tan $ 

ix- tan 4> 

cos 4> 

sin 4> 

dp d/x 

dt d<j) Rpcos<f> 4 

(i i) 

u. 

(12) 

In the differentiation process an additional unknown Q, is in­
troduced. This is offset by the constraining equation 

Wj+U, tan(j,= Vp. (13) 

The quantities needed in the lubrication analysis are obtain­
ed next. The sliding velocity of the sheet, at node i, relative to 
the punch, Vh is evaluated by 

z 
z.i 
Z, 

Nomenclature (cont.) 

vertical coordinate 
vertical component of force at the ;th node 
vertical component of force rate at the rth node 

;) = logarithmic principal strain vector, = 1 ' j 

e, = radial component of logarithmic strain 
circumferential component of logarithmic strain 
uniaxial logarithmic strain in tensile test Au) = 

= stain rate vector - ( ! : } 
(6(e)) = elastic strain rate vector, 

{e ip>} = plastic strain rate vector 

Ae) 

e[P) 

A = 

radial component of elastic strain rate 
circumferential component of elastic strain rate 
radial component of plastic strain rate 
circumferential component of plastic strain rate 
lubricant viscosity 
azimuthal coordinate in spherical polar coor­
dinate system 
dimensionless lubricat ion parameter , = 
(J]VpRl)/{.Khshl) 

v 

n 
p 

a 
S 
T 

effective coefficient of friction 
Poisson's ratio 
horizontal coordinate of a material point on 
undeformed sheet 
dimensionless pressure, = (Rpp)/(Kfis) 
current horizontal coordinate of a material point 
on sheet 
characteristic surface roughness height 
dimensionless roughness parameter, = a/h0 

shear stress acting on sheet by lubricant film 

= Kirchhoff stress vector -a 
T, = radial component of Kirchhoff stress 
T2 = circumferential component of Kirchhoff stress 
Te = effective stress 

Au) — uniaxial Kirchhoff stress in tensile test 
f, = radial component of Kirchhoff stress rate 
f2 = circumferential component of Kirchhoff stress 

rate 
Ts = dimensionless sheet sliding velocity, = vs/Vp 

<t> = conical coordinate in spherical polar coordinate 
system 
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V,(<!>,t) = U; cos <f> + ( W-, - F , ) s i n <j>. (14) 

The pressure between the punch and the sheet in each element, 
PI, is evaluated from equilibrium considerations, 

Pf=-J-e-'i-<2(Ti+T2). (15) 

The pressure at a node, Ph is then taken to be the average of 
the pressures of adjacent elements,1 

PM,t)=-^(Pi-i+Pi). (16) 

3 Formulation and Solution of the Hydrodynamic 
Lubrication Problem 

The central feature of the HL theory is the thin film approx­
imation (Reynolds, 1886). Because the thickness of the lubri­
cant film is several orders smaller than the other dimensions 
involved in a lubrication problem, the dominant viscous 
stresses in the film are due to the normal gradients of the 
tangential components of the flow velocity, and the pressure 
variation in the normal direction may be neglected. Besides, 
the small film thickness, in conjunction with a moderate flow 
velocity, also renders the inertia of the flow negligibly small. 
By using the thin film approximation, and two simplifying 
assumptions that the density and viscosity of the lubricant are 
constant, the axisymmetric film flow in the contact region is 
formulated as follows: 

1 

Continuity Equation 

1 d , 
(r v ) H 

r2 dr r r sin 4> d<t> 

r-Momentum Equation 

dp _ 
dr 

( t ^ sin </>) = 0, 

0, 

'-Momentum Equation 

1 dp _ r, 3 / 3vt\ 
r dd> r2 dr\ dr ) ' 

(17) 

(18) 

(19) 

In the above, a spherical polar coordinate system (r, <j>, 6) with 
its origin fixed to the center of the punch is used. See Fig. 1. p 
is the pressure in the lubricant film, rj is the lubricant viscosity, 
and vr is the r component and u0 is the 4> component of the 
film flow velocity. The velocity boundary conditions are 

vr = v,=0 at r = R„ 

and 

dh 

dt Rp + h 

dh 

d<p 
. v^ = vs(^>,t) at r=Rp+h, 

(20) 

(21) 

where h is the lubricant film thickness, and vs is the sheet 
sliding velocity relative to punch. The shear stress, T, acting on 
the sheet surface by the lubricant film is given by 

The sign of r is positive if it acts toward the center of the con­
tact region. 

By equation (18) the pressure is not a function of r, which 
allows equation (19) to be easily integrated. With the use of 
boundary conditions (20) and (21), v^ is found to be 

(r-Rp)(Rp + h-r) dp (Rp + h)(r-Rp) 

2r\r dcp hr 

(23) 

The pressure can also be obtained from Q,- and an effective area. But when a 
node just comes into contact with the punch, it is difficult to determine the ef­
fective area. Therefore, the pressure calculated by the present method is more 
accurate. 

The integration of equation (17) with respect to r, with the aid 
of boundary conditions (20) and (21), yields 

dh 

~dt~ 
1 

-[(sin </>) j / ' i v t f r ] = 0 . (24) 
sin 4> d<f> - -»p 

By substituting v^ as given in equation (23) into equation (24) 
and performing the integration, the following equation is ob­
tained after neglecting terms of 0(h/Rp), 

1 a-[(ain*)*»-^-]=12^ dk 
sin <f> d<j> 

6VRP 

dt 

[(sin 4>)vsh], 
sin<£ d<t> l ^ ~ r'~s"' ( 2 5 ) 

which relates the pressure in the film with the film thickness 
function and the sheet sliding velocity. 

By substituting v^ from equation (23) into equation (22), 
the expression for the shear stress becomes, after neglecting 
terms of 0(h/Rp), 

uv„ h dp 
T ~ + ^R-1*- (26) 

The shear stress is seen to consist of two terms: One from sheet 
stretching and the other from the pressure gradient. The first 
term is always positive because the sheet is stretched in the out­
ward direction. The second term may be either positive or 
negative, depending on the flow direction in the squeeze film. 

Sincep((j>, t) and vs(<j>, f) can be obtained from equations 
(16) and (14), they are treated as known. Then, equation (25) 
may be solved for h. By rearranging terms, equation (25) 
becomes 

dh 

~dT 
I 

nVRi 
{6yRpvs -3h2 dp \ dh 

d<t> / d<t> 

dp 
\ 2 r j R 2 s i n </> (. d<j> L d<f> ] 

d -) 
6vRph-—(vs s m 0 ) j . 

Define a characteristic direction by 

d4> vs h2 dp 

.p 4VR2
P dtp 

(27) 

(28) 
dt 2R 

Along the characteristic direction, equation (27) transforms 
into 

dh /i3 d r dp 

dt ~ \2i\Rl sin <f> ~d$\- ~d$ 

h 
-(vs sin <£) (29) 

2Rp sin 4> d</> 

and may be integrated from a prescribed initial condition. 
When the computed h falls below an appropriate 

characteristic surface roughness height, a, the film thickness is 
considered too small for HL to exist. This value of a is usually 
taken to be five times the sum of the arithmetic average 
roughness heights of the two surfaces (Neale, 1973). 

By introducing the following dimensionless variables and 
parameters 

h R„p 

n= ^~ 
h„' KK 

T =- -, A = nVp 
Kh, 

(30) 

where h0 is the initial lubricant film thickness, equations (28) 
and (29) are put in the form 
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INCREMENTAL STEP sflf™ 

' 

PLASTICITY ANALYSIS 

P: V: 

LUBRICATION ANALYSIS 

Fig. 2 Flow chart of computation 

tf 

d<j> 

IFF 

d 

T 
* s 

2 

H2 dU 

dH 

dT 12A sin <f> d<j> 

H 

4A 

an 
d<t> 

(31) 

2 sin (j> 

They apply when 

l ( s m *>-5S-J 

(Ts sin <«. 
a</> 

# > E 

(32) 

(33) 

Thus, the HL of stretch forming is controlled by the dimen-
sionless lubrication parameters A and roughness parameter L. 

The shear stress obtained in the lubrication analysis can be 
used to define an effective coefficient of friction n, 

At=- (34) 

With the use of equation (26) and the dimensionless variables 
introduced in equation (30), one obtains 

(-£>• 
ATC H an 
/ m 2n d4> 

(35) 

4 Method of Calculation 

The plasticity and lubrication analyses are linked in each 
step of the incremental computation as shown by the flow 
chart in Fig. 2. The plasticity computation yields, among other 
things, P, and Vh which are converted into 

U(4>,t) 
_RpP,(4>,t) 

T S ( <M = 

Kh, 

V,{4>,f) 

(36) 

(37) 

The derivatives dWd<t>, a2n/d</>2 and dTs/d<j> are approx­
imated by central differences for interior nodes, and by 
backward differences for the boundary node. These quantities 
are used in the lubrication computation to yield /*, which is 
then used in the next incremental step. 

PATHS OF NODES 

PATHS OF CHARACTERISTICS 

NODES AT t i _ , 

NODES AT t j 

LOCATION OF FILM THICKNESS 
SOLUTION OBTAINED ALONG 

CHARACTERISTICS 
Fig. 3 Paths of characteristics and paths of nodes 

D/R„ 

0 0/2 0.4 0.6 0.8 

Fig. 4 Condition of lubrication in contact region (A = 0.02, E = 0.1) 

The lubrication analysis is based on Eulerian formulation, 
while the plasticity analysis is based on Lagrangian formula­
tion. Suppose at time ti_l equations (31) and (32) are in­
tegrated from a node (a material point). At tt the end point of 
the characteristic path no longer coincides with the same node. 
See Fig. 3. Likewise, the film thickness value obtained is not 
that at the node. Therefore, the film thickness values obtained 
by integration along the characteristics must be transferred to 
the nodes at the end of each incremental step. This is done by 
interpolation. 

It is assumed that the film thickness at a node when it first 
comes into contact with the punch is H = 1, which serves as 
the initial value in the integration of equation (32). When the 
H value at a node falls to the preassigned £ value, the lubrica­
tion computation is terminated. From then on the node is con­
sidered dry and a constant coefficient of friction, /t = 0.17, is 
assigned to the node. This value is appropriate for A-K steel 
(Wang and Budiansky, 1978), a material used in the present 
calculation. 

5 An Example 

The material constants (typical to A-K steel), dimensions 
and range of parameters used in the present calculation are as 
follows: 
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D/Rp 

0 0.2 0.4 0.6 0.8 0 0.2 0.4 0.6 0.S 

Fig. 5 Condition of lubrication in contact region (A = 0.02, £ = 0.15) Fig. 7 Condition of lubrication in contact region (A = 0.1, £ = 0.2) 

D/RP 

Fig. 6 
0 0.2 0.4 0.6 

Condition of lubrication in contact region (A 

£/R, 
0. 

0.02, E 0.2) 

£=207 GPa, 
« = 0.21, 
Rp = 50.S mm, 
A = 0.005-0.1, 

# = 5 2 3 MPa, 
R = U, 
R„ = 59.26 mm, 
E = 0.04-0.5. 

hs = 1 mm, 
Rd = 6.35 mm 

The contact condition for a given set of (A, E) values is 
displayed in Fig. 4, where the abscissa represents the horizon­
tal coordinate on the undeformed sheet and the ordinate the 
punch travel (distance), both normalized by the punch radius. 
The solid curve on the right is the boundary of the contact 
region, which is divided into two parts by the solid curve near 
the vertical axis. The part labeled as DRY is the region where 
H < E. The part between the dry boundary and the contact 
boundary is the region where HL prevails. The lubricated 
region is further divided into two parts by the dashed curve. 
The lower part, labeled as ( - ) , is characterized by a negative 
shear stress. In this region a negative pressure gradient 
dominates the influence of sheet stretching. In the upper part, 
which is labeled as ( + ), the opposite is true. 

The variation of contact condition with increasing E values 

0 0.2 0.4 0.6 « ' " P 

Fig. 8 Condition of lubrication in contact region (A = 0.005, £ = 0.1) 

is shown in Figs. 4 to 6. As can be seen, the central part of the 
contact region becomes dry sooner with increasing E values. 
Figures 7 and 8 exhibit the contact conditions for two other 
sets of (A, E) values, and should be compared with Figs. 6 and 
4, respectively. They show that, for the same E value, increas­
ing the value of A enlarges the lubricated region. These figures 
reveal that the contact condition for a given punch travel is 
generally heterogeneous, i.e., the central region is dry and the 
region surrounding it hydrodynamically lubricated. The dry 
central region vanishes only when A is sufficiently large or E is 
sufficiently small. Figure 8 also exhibits a trend of the dry 
boundary to shift inward as the punch travel becomes large, 
which will be explained later. 

The detailed spatial variation in the contact region of the 
pressure, the sheet sliding velocity, the film thickness and the 
effective coefficient of friction, for the case of A = 0.02, E = 
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Fig. 11 Distribution of pressure, sheet sliding velocity, film thickness 
Fig. 9 Distribution of pressure, sheet sliding velocity, film thickness and coefficient of friction in contact region (A = 0.02, E = 0.15) 
and coefficient of friction in contact region (A = 0.02, E = 0.1) 
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Fig. 10 Film thickness and friction coefficient versus punch travel (A 
= 0.02, E = 0.1) 

0.1, are plotted in Fig. 9 for two punch travel distances. At the 
smaller punch travel, high contact pressure occurs in the in­
terior, and the pressure decreases with increasing distance 
from the contact center. The negative pressure gradient, com­
bined with the outward sliding velocity, causes the lubricant to 
flow away from the contact region. This results in a film 
thickness distribution that is low in the interior, but rises 
rapidly toward the edge. The relatively rapid pressure drop 
near the contact edge also causes the coefficient of friction to 
descend to negative values. At the larger punch travel, low 
contact pressure occurs in the interior, and the pressure rises 
toward the edge. This is because the sheet becomes pro--
gressively thinner with the advance of the punch, while the 
tensile stresses are limited in magnitude as prescribed by the 
strain hardening law. The resulting smaller tensile forces can 
only be balanced by a smaller contact pressure. Thus, the 
lowest pressure always occurs where the thickness strain is the 
largest. The positive pressure gradient competes with the in­
fluence of sheet stretching, and a more varied film thickness 
distribution results. The corresponding distribution of the 

0.8 

0.4 

— D/Rp= 0.675 
— D/Rp= 0.386 

-~^£r^-

X 
1 1 1 1 I 1 1 

/ w x l O 5 

--2 

0 0.2 0.4 0.6 

| / R P 

Fig. 12 Distribution of pressure, sheet sliding velocity, film thickness 
and coefficient of friction in contact region (A = 0.02, E = 0.2) 

coefficient of friction is also more varied; it remains positive 
in this case over the entire contact region. The film thickness 
and the coefficient of friction are further plotted in Fig. 10, 
for a few selected £ values, as functions of the punch travel. It 
is revealed in this case that, except in a region very close to the 
contact center, the lubricant film can remain in existence for a 
large punch travel distance. In fact, the film thickness near the 
contact edge can even decrease first and then increase again as 
the punch advances. This is the result of reverse flow due to 
the positive pressure gradient mentioned earlier. 
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Fig. 13 Film thickness and friction coefficient versus punch travel (A 
= 0.02, £ = 0.2) 
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Fig. 14 Typical condition of lubrication at a node ({ /Rp = 0.01) 
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Fig. 15 Distribution of strains in frictionless contact (/' = 0) 

The case of A = 0.02, E = 0.15 is plotted in Fig. 11; the 
case of A = 0.02, E = 0.2 is plotted in Figs. 12 and 13. It is 
seen that, as E increases, the main features of these 
lubrication-related quantities at both small and large punch 
travel distances remain as described in the previous paragraph. 
However, the influence of reverse flow becomes greater, 
because at a larger E value the dry boundary lies closer to 
where the reverse flow occurs. This explains why the dry 
boundary tends to shift inward in Fig. 8. 

0.4 0.6 0.8 l .o" 

Fig. 16 Distribution of strains (A = 0.02, £ = 0.1) 
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Fig. 17 Distribution of strains (A = 0.02, £ = 0.2) 

* ' R P 

The contact condition at any specified location can be sum-
maried in terms of A, E and the punch travel distance by a 
chart such as given in Fig. 14. The chart shows that, for a 
given A value, there is a critical E value, below which this loca­
tion remains hydrodynamically lubricated throughout the 
stretch forming process. 

The film thickness results described above are diametrically 
opposed to those obtained by Wilson and Wang (1984), who 
found that the film was the thickest near the punch center, 
decreased toward the contact edge, and eventually broke down 
there. While the ultimate check for correctness should come 
from careful experimentation, the following comparison of 
the two analyses might help to explain the discrepancies: 

(1) Wilson and Wang analyzed the evolution of the lubri­
cant film in two steps. The first step dealt with the formation 
of an "initial" film thickness ("initial" in the sense that the 
second step would start here) due to the wrapping motion of 
the sheet around the punch. This was treated as a steady state 
foil bearing problem, and the analysis tacitly assumed that 
unlimited amount of oil was originally placed on the sheet sur­
face. In contrast, the present analysis deals with the unsteady 
squeeze film problem exactly, and it assumes that a finite oil 
film thickness is initially given on the sheet surface. 

(2) The second step of their analysis dealt with the subse­
quent evolution of the oil film, once the "initial" film 
thickness was formed. This was analyzed by considering only 
the "transport" effect, i.e., the pressure gradient term in 
equation (25) was neglected. Clearly, for such a simplification 
to be valid, the pressure gradient effect must be small com­
pared with the sheet stretching effect. The present calculation 
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Fig. 18 Distribution of strains (A = 0.02, £ = 0.5) 

0 0.2 0.4 0.6 0.8 1.0 £ /Rp 

Fig. 19 Distribution of strains under constant friction coefficient (« = 
0.17) 

PEAKC, 

Fig. 20 Effect of lubrication on peak radial strain with punch travel 
distances and an empirical FLD superimposed 

shows almost invariably that the opposite is true. In fact, the 
rather varied shapes of the film thickness distribution in Figs. 
9-13 are principally determined by the pressure distribution. 

The distribution of strains for several sets of (A, E) values 
are shown in Figs. 16 to 18. For the purpose of comparison, 
the distribution of strains at constant values of the coefficient 
of friction, \i = 0 and /i = 0.17, is shown in Figs. 15 and 19. It 
is seen that the case of E = 0.1, where HL prevails in most of 
the contact region, is indistinguishable from the frictionless 
case, \i = 0. As E increases, the difference between radial and 
circumferential strains becomes more pronounced in the con­
tact region. Besides, the locations of peak strains gradually 
shift outward and approach the case of dry contact with the 
larger coefficient of friction, p = 0.17. In this latter case, the 
radial strain peaks around %/Rp = 0.57, signaling fracture at 
this location. The peaking of strains has a profound implica­
tion on forming limits. Figure 20 is a plot of peak radial strain 
versus the circumferential strain at the location of the peak 
radial strain. These curves represent the typical cases studied. 
Superimposed on these curves is an empirical forming limit 
diagram (FLD) for A-K steel (Ghosh, 1978) above which frac­
ture occurs. It is seen that the presence of HL improves the 
biaxiality of the strain state, which in turn allows a larger 
punch travel distance without failure in the stretch forming 
process. 

6 Summary 

Hydrodynamic lubrication in the stretch forming of sheet 
metal with a hemispherical punch is investigated by incor­
porating a lubrication analysis into an incremental plasticity 
analysis. The sheet material is assumed to be elastic plastic 
with strain hardening, and the lubricant is assumed isoviscous. 
Two dimensionless parameters controlling the condition of 
lubrication are identified. The spatial distribution, as well as 
the time variation, of the lubricant film thickness and friction 
in the contact region, and the strains in the sheet metal are 
calculated for a range of these parameters. The results of the 
example considered reveal the following: 

(1) The condition of lubrication at the punch-sheet inter­
face is generally heterogeneous, with the central part of the 
contact region dry and the region surrounding it 
hydrodynamically lubricated. This finding differs substantial­
ly from that of an earlier published analysis. 

(2) The heterogeneous nature of the contact condition 
results in an interfacial friction which varies both in the con­
tact region and during the forming process. 

(3) The variable friction affects significantly the distribu­
tion of strains in the sheet metal. In the case of hemispherical 
punch stretch forming, the presence of hydrodynamic lubrica­
tion enhances the biaxiality of the strain state and improves 
the formability. 
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Analytic Solution of a Finite-Width 
Rough Surface Hydrodynamic 
Bearing 
An analytic solution of the full incompressible unaveraged Reynolds equation is ob­
tained by regular perturbation expansion for the case of a finite width bearing with 
transverse roughness. Results show that the unaveraged pressure is first influenced 
by the roughness statistics at the 0 (e2) level and is negligibly affected by the details 
of the roughness distribution. Through second order effects, it is shown that the 
closure assumption utilized by Christensen and Tender in developing their theory 
for striated roughness effects on incompressible lubrication is correct. That is, for 
transverse roughness [h = h(x)], h3 and dP/dy are statistically independent. Due to 
the linearity of the incompressible Reynolds equation, it is likely that a similar ap­
proach can be used for the study of fully three-dimensional roughness effects on 
lubrication in order to reveal the detailed relationship between clearance and 
pressure. 

Introduction 

In one of the early treatments of the effect of striated sur­
face roughness on the load carrying capacity of incompressible 
lubricants, Christensen and Tender (1969) made a plausible 
but untested assumption as to the statistical relationship be­
tween clearance and pressure gradient. To be specific, the 
pressure gradient in the direction of striations was assumed to 
be statistically independent of h3 (where h is the bearing 
clearance). This assumption was required in order to close 
their theoretical model. Since this early work, the approach 
taken by Christensen and Tender has been extended and 
generalized (Christensen, 1969; Christensen et al., 1971) but 
neither a detailed experimental nor theoretical verification of 
their closure model has appeared. Other approaches to the 
study of surface roughness effects on lubrication have been 
developed in the past ten years, such as the multiscale analysis 
of Elrod (1973) and the use of flow factors by Patir and Cheng 
(1978). Recently, Tripp (1983) extended and generalized the 
average flow model of Patir and Cheng. 

In studies of surface roughness effects on very thin film gas 
bearings, White (1980, 1983) developed analytical solutions 
for the detailed (unaveraged) pressure distribution for several 
simple geometric bearings. From these analytic solutions, the 
statistical relationship between clearance and pressure was 
revealed, allowing the ensemble average of the Reynolds equa­
tion. For the case of transverse surface roughness, the 
transverse pressure gradient and h? were found to be highly 
coupled. This is in contradiction to the Christensen/T$nder 
theory for incompressible lubricants and indicates how dif­
ferently roughness affects the load carrying capacity of incom­

pressible and very low clearance gas bearings. It is expected 
that the statistical relationship of clearance and pressure 
found from the simple geometry cases can be applied to a 
rather wide range of bearing geometries, since the role of 
roughness occurs at such a short length scale. The motivation 
for this approach is much the same that one would have for 
the study of turbulent boundary layers if it were possible to 
find even one analytic solution for turbulent flow. The mixing 
length theory of turbulent boundary layers which is valid for a 
rather wide range of flow conditions could probably have been 
discovered from a single exact analytic solution, such as tur­
bulent flow over a flat plate. Instead, since no exact solution 
of turbulence has been found, the mixing-length theory 
developed through much experimental work. The analytic 
treatment of surface roughness effects on incompressible 
lubrication is more tractable than that of turbulence, allowing 
unaveraged analytic solutions to some simple bearing 
geometries. It is likely that such analytical solutions will allow 
one to discover universal properties of this short wavelength 
phenomenon which can be applied to a wide range of bearing 
geometries and operating conditions. 
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h = 1 + c sin(jgx) 

Fig. 1 The rough plane bearing geometry 
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The remainder of this paper reports findings of an 
analytical study of the effects of striated transverse surface 
roughness on the load carrying capacity of incompressible 
fluid bearings. The approach taken is similar to that used 
earlier for the study of gas films by White (1980, 1983). 
However, in the earlier work, a model lubrication equation 
was used to avoid the inherent nonlinearity of gas bearings. In 
the present work, the full Reynolds equation is utilized and the 
unaveraged solution is obtained analytically by regular pertur­
bation expansion through second order effects. It will be 
shown by a straightforward analysis of the unaveraged results 
of a parallel surface bearing that the closure assumption used 
by Christensen and Tender is correct. 

The Analytical Solution 

Consider a finite-width parallel surface bearing with 
transverse sine wave roughness on the stationary surface as 
shown on Fig. 1. The bearing length is Lx while the width is 
Ly, and the roughness wave length is L„. The roughness 
distribution appears in dimensionless form as 

h (x) = 1 + e sin (I3x) (1) 

and is assumed to be such that the Reynolds equation of 
lubrication is valid. The Reynolds equation appears in dimen­
sionless form as 

~dx (tf-^W 
dx' m h3 dP\ dh 

Hx~ 
(2) 

where 

A = 
6iiVLx 

1 ono 

Bearing clearance and pressure are normalized on h0 and P„, 
respectively. The translational velocity is denoted by V, and 
the Newtonian fluid viscosity is fi. The dimensionless boun­
dary conditions that will be satisfied on Fig. 1 are given by 

x = 0,P=l 

x=l,P=0 

dP 
y = 0, -— = 0 (centerline) 

dy 
(3) 

The solution of equation (2) is initially divided into two parts 

as 

where 

P(x,y)=Pi(x)+P2(x,y) 

d 

~dx V dx J 
= A-

dh 

and 

dx\ dx / u , / a v V a v / 

(4) 

(5) 

(6) 
__,, . dy \ dy 

The solution of equation (5) is found subject to the boundary 
conditions 

(7) 

X-

X-

= 0, Pi = l 

= 1 ,P ,=0 

ile equation (6) willl be solved subject 

X-

x= 

y= 

y= 

= 0, 

= 1, 

= 0, 

= 1, 

P2 = 0 

P2=O 

dp2 

dy 
p2=-pl(x) 

to 

(8) 

and 

/!3 

- = 1 - 2 esin03x) +3 e2sin2(/3j*r) -

: 1 - 3 e sinGSx) + 6 e2 sin203x) • 

the solution of equation (5) appears as 

P , (* ) = l - x + o ( - i - ) (9) 

The surface roughness of interest will be restricted to very 
short wavelength or more specifically 

l8 = 27T-

Lw<<Lr 

- > > 1 

(10) 

Equation (9) represents the solution to a wide parallel plate 
bearing and indicates that for such a geometry, the short 
wavelength roughness has a negligible influence on pressure. 

The solution to equation (6) and boundary condition (8) is 
obtained by a regular perturbation expansion. First, the 
pressure is written as 

Pi(xj)=f(x)g(y) 

and equation (6) is then expressed by 

/Lxyg"_ f" 36/3cosQ3x) / ' 

\Ly ) g f [ l+ esin(i to)] / 

The solution for g(y) follows: 

= A2, + e\2 + . 

I \ 2 

) [X2 + eX2 + . ]g = 0 

(11) 

(12) 

(13) 

Using expansions of the form 

gO>)=C 3 s inh[ -^ .y[X 2 + eA2 + . . - ] 1 / 2 ] + 

Qcosh[—£-y[\2
0 + eX2 + . . . ] 1/21 (14) 

The boundary condition O = 0, dP2/dy = 0) can be satisfied 
by setting g'(0) = 0. Therefore, equation (14) reduces to 

g (^ )=C 4 cosh [ -^ - j ; [X 2 + eX2 + . . . ]1/2] (15) 

The differential equation for f(x) is given by 

/ " + 3e/?cos(/3x) [1 - e sin(/3x) + . . .] / ' 

+ [X2 + 6X2 + . . . ] / = 0 (16) 

and the solution to equation (16) will be expressed in the form 

fix) =f0 (x) + efx (x) + e% (x) + . . . 

The zeroth order term is governed by 

fo"+Kfo = 0 U7) 

x = 0,fo=0 

x=l,fo=0 (18) 

The second boundary condition of (18) requires X0 to be of the 
form 

A0=«7T (19) 

and /„ appears with one arbitrary constant as 

/0=C,sin(«7rx) (20) 

We could at this point satisfy the condition along y = 1; 
however, it will be shown that we can proceed to compute 
/ [ (x) and f2 (x) with the satisfaction of 

P2(x,l)=-Pl(x) 
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appearing as the last step. The solution for / , (x) and f2 (x) 
follows: 

0(e):/,"+ X2/, + 3(3cos((3x)/^ + X2/0 = 0 

* = <),/, = 0 

x = l , / , = 0 

/ , =Cls'm(nirx)+ C2cos(nirx) 

/ , =A cos[(P + nir)x] + B cos[(J3-nir)x] 

+ Cx sin(/27rx) + D x cos(«7r*) 

The undetermined coefficients are found to appear as 

/3C,«7r 

(Al) 

(22) 

(23) 

"" ((3 + /!7r)2-«27r2 

— MA+B)nr 

k — 
(l3-mr)2-n2Tr2 

3 

k — 
'** (/3-«7r)2-«27r2 

• j8C,«7r •i3C,n7r 

y 4 = -
(/3 + /Z7r)2-(«7T)2 

J9 = -

C=0 £> = 

(l3-n7r)2-(«7r)2 

X2C, 

27T7J 
(24) 

At this point, for convenience, we require /3 = 2TrAf; N = in­
teger. The boundary condition at x - 0 requires A + B + C2 

= 0 while the conditions at x = 1 gives 

, 4 + 5 + C , + xfc, 
27T« 

= 0 

Therefore, the eigenvalue X! is zero. 

/ , (x) = C,sin(«7nx) +A cos[(/3 + nir)x] 

+ Bcos[(P-nir)x]-(A+B)cos(nirx) 

0 (e2): 

fi + XJA + 3j3cos(^)/,' - 3/3cos(^)sin(i3x)/0' 

+ X?/,+X2/o = 0 

x = 0 , / 2 = 0 

J C = 1 , / 2 = 0 

/ 2 = C, sin(«7rx) + C2 cos(«7ur) 

f2 =Ar1sin[(2/3 + «ir)jf] + A:2cos[(2/3-(-/i7r)j(:] 

+ Ar3sin[(2j3 - mr)x] + £4cos[(2/3 - wir)x] 

+ £5sin[(|8 + nir)x] + k6cos[(l3 + nir)x] 

+ Ar7sin[((3 - nir)x] + Ar8cos[(/3 - nit )x] 

+ k9x sm[mrx] + kl0 x cos[mrx] 

Upon substituting equation (28) into (26), we obtain 

(25) 

(26) 

(27) 

k9=0 

+ X|C l]/(21rn) (29) 

Satisfaction of the x = 0 condition by / 2 requires 

while the boundary condition at x = 1 produces 

G 2 + /Cg 4" /Cg -r /Cjo ^ u 

Therefore, we see that kw must be zero. This allows X2 to be 
expressed as 

X l= [ - | - j 3^ ( (3 + « 7 r ) - ^ - ( 3 5 ( ( 3 - « 7 r ) ] / C 1 

or 

9«27T2/34 

X 2 = -
2{ (/3 + «7r)2 - « 2 T T 2 ) {(|3-«7r)2-/327r2 (30) 

At this point, it is convenient to take the limit of X2 for ex­
tremely short roughness wavelength 

(28) 

* . = -

Ar, =0 

* , = -

— C , / 3 « 7 T - — ^ /3( /3 + /27T) 

(2/3 + «7r)2-«27T2 

— Cll3mr-—BI3(P-rnr) 

(2p-nir)2-n2ir2 

Mm X2 = —— «2
 TT2 

0~Oo 2 

The solution for P2(x, y) then appears as 

p2 = [Cl + eC, + e 2 ^ + 0(e3)]sin(«7rx) C4 • 

(31) 

cosh 

" f i r 9 1W2 "i 
P2 = U C „ c o s h [ - ^ . j ; .«x[ l - — e2 + . . .J J 

sin{nirx)+o(-—\ (32) 

Satisfaction of the final boundary condition along y = 1 
requires 

- 2 

* , = -

(3(/l+5)rtir 

((3 + « 7 r ) 2 - « 2 7 T 2 

«7rcosh [»-£-[' ez + - ] " • ] 
(33) 

and the final expression for lubricant pressure is then given by 
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p=l-x — 
K „ = 1 

L V r. 9 [ L V 9 " 1 1 

nir —^y\l — — e2 + . . . sm(nirx) 

cosh [-£[> ez + . •]""> 

+ 0 (T) (34) 

A dimensionless load is expressed as 
M pi 1 4 

W=\ P(xj)dxdy = - r 
J o J o Z 7T 

The ensemble averaged lubrication equation for the parallel 
plate bearing is then given by 

d2P2 

dx2 • ( • £ - ) > - ! - • • . ) • 

d2p, 
-0 (37) 

- , • - - dy2 

Boundary conditions are the same as before and appear as 
equations (8). A simple separation of variables solution to 
equation (37) provides 

Hx,y)= £ cn cosh \Jp^mry(l~-^-e2 + 
n=i *- A* v 4 

. . .jlsin(nirx) (38) 

When the factor (1 - 9/2 e2 + . . . )1 /2 of equation (32) is ex­
panded into series form, the results through second order are 

sinh h^[-i—n 
€z + . . ] l /2 r J r Q "I 1/2 -i 

c„»h[»,^[,--«. + ...] ] 

<-T) (35) 

Transverse roughness influences the pressure distribution but 
only through the roughness statistics and is seen to decrease 
the load carrying capacity of this bearing. The details of the 
roughness appear only through the asymptotically small 
0(1 //}) terms. However, the pressure gradient in the direction 
of ripples (dP/dx) is a function of the roughness details (for 
the case of a sine wave roughness, the term "details" refers to 
the wavelength or /3). This is because the x derivatives of 
asymptotically small terms such as cos [(f3 + nir)x]/p in equa­
tion (34) is of order unity. The y derivative of pressure is seen 
not to be a function of the roughness details, after examina­
tion of the terms contributing to the order 0 (1/(3) expression. 

The pressure boundary conditions used in this study were 
chosen to expedite the analytical solution, however, it is ex­
pected that any reasonable set of Dirichlet and Neumann 
boundary conditions would produce the statistical in­
dependence of h3 and dP/dy for transverse roughness. White 
(1980) showed that two different sets of transverse pressure 
boundary conditions for the very low clearance gas bearing 
with transverse roughness produce the same conclusion for the 
statistical dependence of pressure and clearance. 

The fact that dP/dy as calculated from equation (34) is in­
dependent of the roughness details then allowed an ensemble-
averaged Reynolds equation to be developed. The ensemble-
averaged Reynolds equation as derived by Christensen and 
Tender (1969) for transverse roughness appears as 

1 
dxLEd/h*) dx dx\ V L„ J 

d T , 9P1 

[*(*3)17J 3y 

= A-
r E(i/h2) -i 

dx L Eil/tf) J 
(36) 

where P represents the ensemble-averaged pressure and E{ ) 
indicates the averaging process. Since the detailed solution for 
the parallel plate bearing (equation 34) is for practical pur­
poses independent of roughness details, we would expect to 
recover the same solution from the ensemble-averaged equa­
tion (but with much less effort). To demonstrate this, consider 
the solution for P2 given earlier and which appears as equa­
tions (32) and (33). The ensemble-averaged expressions appear 
as follows: 

£ ( i - ) = 1 + 4 € 2 + - - - ; £ Q = 1 + 3 £ 2 + - - - ; 

E(h3)=l+—-e2 

identical to those of equation (38). Therefore, the ensemble-
averaged pressure solution due to the Christensen/T</>nder 
theory is identical to the averaged exact solution. Also of in­
terest is the fact that the solution of the ensemble-averaged 
lubrication equation is identical to the unaveraged exact solu­
tion to within the asymptotically small 0 (1//3) "roughness 
detail" terms. 

From this exact solution of this parallel plate bearing, we 
see that the transverse pressure gradient is statistically in­
dependent of the details of hl, thus satisfying the closure 
assumptions of the Christensen/T</>nder theory. Since the in­
fluence of surface roughness on lubricant pressure is such a 
localized phenomenon, it is expected that the properties un­
covered by this solution are universal and can be applied to all 
realistic bearing geometries. 

Conclusions 

By employing a finite-width parallel plate bearing with 
transverse sine wave roughness on the stationary surface, the 
unaveraged analytic solution for incompressible lubricant 
pressure was obtained by perturbation. The solution reveals 
that the pressure is influenced by the statistics (e2) of the 
roughness but is negligibly influenced by the roughness details 
((3). For the case of random surface roughness, this implies 
that the unaveraged pressure is affected by the variance of the 
roughness pattern but is only negligibly dependent on the 
precise description of the roughness over the surface. Because 
of the very localized influence of roughness on the fluid pro­
perties, it is fully expected that the characteristics observed for 
this case apply also to other bearings of realistic geometric 
contour. The closure assumption used by Christensen and 
Tender in their early work on roughness effects in incom­
pressible lubrication is thus shown to be valid. 

The approach of using simple geometry exact analytic solu­
tions of the unaveraged Reynolds equation to reveal the de­
tailed relationship of pressure and transverse roughness has 
now been demontrated for both very low clearance gas films 
(White, 1980, 1983) and in the present work for incompressi­
ble lubricants. The fact that the present work confirms the 
validity of the widely accepted Christensen/T<£nder theory for 
the incompressible case adds confidence to this approach. 
Analysis of the much more difficult case of fully three-
dimensional roughness effects on incompressible fluid lubrica­
tion should also yield to this approach since the governing 
Reynolds equation is linear. 
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On the Equivalence of the Incremental Har­
monic Balance Method and the Harmonic 
Balance-Newton Raphson Method 

A. A. Ferri1 

Recently, the Incremental Harmonic Balance Method (IHB) 
has been applied to several problems in nonlinear dynamics; 
for example, Lau and Cheung (1981), Lau, Cheung, and Wu 
(1982), Pierre and Dowell (1985), and Pierre, Ferri, and 
Dowell (1985). The method possesses advantages in studying 
systems with severe nonlinearities and is easily applied to 
systems with harmonic (or, more generally, periodic) excita­
tion. Some insight into the solution method is lost, however, 
since the problem of solving the original governing differential 
equations is replaced with that of solving a second, "simpler" 
set of equations involving increments in the motion, exciting 
force and/or frequency of excitation. Here it is shown that the 
IHB method is exactly equivalent to the Harmonic Balance 
Newton Raphson Method (HBNR); for example, Tamura, 
Tsuda, and Sueoka (1981), and Tongue (1984). By showing 
the equivalence of these two methods, it is felt that a better 
understanding of the IHB method is obtained. 

A second order, ordinary, nonlinear differential equation of 
the following form is considered: 

D(x,x,x,Q, T) = F COST 

or simply 

f(x,x,x,F,Q,T) = 0 (1) 

Here x = x(j) is the motion, or in general, the dependent 
variable; • indicates a derivative with respect to r; F is the 
amplitude of harmonic forcing; and 0 represents a normalized 
frequency of excitation. 

The unknowns in this equation may be x, F, or fl or any 
combination thereof. For example, knowing F and fl, X(T) 
could be determined, or knowing the amplitude of x and F, Q 
could be calculated. The solution of (1) can be taken to be 
x*(T),F*,Q*. 
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The first step in applying the IHB method is to increment 
from some initial guess of the solution of (1) - x 0 , F0, fl0 - to 
the actual solution -x*, F*, fl*. In other words, an increment 
in x, F, and fl is sought which when added to the initial state, 
x0, F0, fl0, produces the desired solution to (1), x*, F*, fl*. 
Using Taylor series yields 

f(x0 + Ax,x0 + Ax,x0 + Ax,F0 + AF,fl0 + AA,T) 

df I A 3/ | ,_._ . df | A , : . df 
=/„+- dx 

Ax + -
dx 

Ax+-
dx 

Ax + -
dF 

AF 

Afl 

+ Higher Order Terms = 0 (2) 

Neglecting Higher Order Terms (HOT) yields the incremental 
equation: 

f,+ 
df 
dx 

Ax+ 
df 
dx 

Ax + 
df 
dx 

Ax + 3L 
dF 

AF 

+ — Afl = 0 
an \o 

Note that since the derivative terms 
df | df | df I 9f_\ 

I ' dF I 

(3) 

dx dx dx 
and-

df_ 
afl 

are, in general, time varying, (3) represents a linear, second 
order, nonconstant coefficient, ordinary differential equation. 
Note also that as x0, F0, Q0-x*, F*, Q * , / o - 0 . 

An approximate solution is obtained for (3) by assuming 
periodic response and applying Galerkin's procedure, x is ex­
panded in a finite Fourier series: 

x = b0+ 2^ («; sin/V + 6/ cos;Y) (4) 

Since (4) represents an expansion of x in terms of temporal 
harmonics, the Galerkin procedure will yield results identical 
to those found using the harmonic balance method. It should 
be noted that both the Galerkin and harmonic balance 
methods find equilibrium solutions. The stability and uni­
queness of these solutions must be determined separately. In 
fact, stable periodic solutions for (1) need not exist. 

The increment, Ax, is found to be 
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dx T--' dx dx 

dbn da, db: 

= Ab0 + 2^ (Aa;- sinir + Abj cosh) (5) 

For simplicity, the constant or "bias" terms, b0 and Abot 

will be neglected. Including them in the subsequent analysis is 
straightforward. Equations (4) and (5) are substituted into (3). 
Since they represent only approximate solutions for x and Ax, 
the right-hand side of (3) will not be zero, but some time vary­
ing quantity, e(r). The Galerkin method requires that the in­
crements Aah Abj, AF, AQ be chosen so as to minimize e(r), by 
making e(r) orthogonal to each term in the expansion (4), i.e., 

r £ ( T ) [ c o s T r ] ^ = ° i=^...,N (6) 

Equation (6) represents 2N algebraic linear equations in Aa, 
AF, a n d AQ w h e r e Aa = [ A a , Aa- , Aa, 
Abu 

as 

R = 

or 

where 

&> W 

/-12 

,AbN]T. Equation (6) can be written in matrix form 

C21 

C12 

C22 
Aa + 

r p, i 

lv2 \ 
AF+ ro, i 

L Q 2 J 
AQ 

R=[C]Aa + PAF+QAO 

(7) 
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n-dx sinyr + -
df 
dx 

JCOSJT 
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—— j^sin/rlsmiTCiT 

dx \o J 

n-3L 
dx 

COSJT -
df 
dx 

jsmjr 
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C22 

df I 

dx \o 

•z* r df 
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! . ( • dx 
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dx 
JCOSJT 

df I 
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n-dx 
COSJT -

dx 
jsmjr 

V I -2 O -w 
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dx \o ) 
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i 
- i : 

2. Qf 

o dF 

2* a/ 
o an 

p2ir 

sin/Vrfr P2-
o ^ 

sinm/7 Q2-
0 ' 

\2'3L\ 
Jo aF lc 

r2' a/ 
Jo ao 

(•2JT 

cosirdr 

cosirdT 

* i , = { l-K 

o / o S i sinfrdr R7 {
2JT 

coshdr 

Equation (8) defines an iterative solution algorithm for equa­
tion (2). After each iteration x0, F0, Q0 are updated to x0 + 
Ax, F0 + AF, Q„ + AQ. Convergence is indicated by the 
magnitude of R since R—O as xot F0, Q0— x*, F*, Q*. 

The HBNR method differs from IHB only in the order in 
which the Galerkin method and incrementation are applied. 
Here, the Galerkin method is applied first and incrementation 

(with subsequent removal of HOT) is performed second. 
Again, the objective is to solve (1): 

AX,X,X,F,Q,T) = 0 (9) 

A multi-harmonic solution for x is assumed identical to (4) 
with constant term suppressed: 

c= 2_J(«,sin/T + 6,cos/7-) (10) 

Substituting (10) into (9) gives 

/(a,F,Q,r) = e(r) (11) 

where a=[a , , a2, . . . ,aN, bt, . . . ,bN]T and e(r) is a time 
varying term which arises because (10) satisfies (9) only 
approximately. 

Galerkin's method applied to (11) yields 

or, in vector form, 

G(a,F,Q) = 
Gs 

Gc 
= O 

(12) 

(13) 

where the elements of G are given by 

{ 2it 

e(T)sin(Yc?T 

Gci = \ e(T)COS(TC?T (14) 

From an initial state, a0, F0, QD, an incarement to the solu­
tion of (13) is sought, i.e., find Aa, AF, AQ such that 

3G I 3G 
G(a0+Aa,F0+AF,Q0+AQ) = G 0 + — — | Aa + 

3G I 
3Q lo 

aa lo 

AQ + HOT = 0 

dF 
AF 

(15) 

Dropping HOT yields 

9G I 3G I AG I 
- G „ = - ^ - | Aa + ^ ^ r - l A F + - ^ - | AQ (16) 3a lo dF 3Q \o 

Comparing (16) with (8), it is seen that in order for both 
methods to be exactly equivalent, it must be shown that 

-G„=R, 
aG 3G I 3G 

[Q, -=r\ = P , 3a lo dF lo 3Q lo 

These terms can be compared one by one: 

{ 2TT A 

f(n0,F0,Q0,T) 
o 

(I) G0 = 
Gs 

Gc 

dr 

{ 2w 

/ (a 0 ,F 0 ,Q 0 ,T) •dr 

456/Vol. 53, JUNE 1986 Transactions of the ASME 

Downloaded 03 May 2010 to 171.66.16.31. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



BRIEF NOTES 

( 2ir 
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(II) GU=*£L\ .Gn=J2l 
doj \o dbj 
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v 3a, 

G?2 = 
" db 

J 

d i-2* d r2T i 
G!-1 = fta,F,Q,T)smiTdT \ 1 doj Jo \o 

d f2* ( ^ 
= -r— j / ( * = 2^(a/sii»Y + Z>;cos»r), 

x = ^ (fl,/cos/T-6,z'sin/V), . . .)sin/V(5?T 

f2> f a / dx 3 / 3* 

9A: 9«y dx doj 

+ j sin/r AT 
dx dOj J I 

3/ I 

a/ I . a/ I . . 
—— smjT + -— JCOSJT 
dx \o dx \o 

. j 2 sin/Y j simYfirY = Ctt 
dx \o J 

Similarly, it is found that Gn = C12, G21 = C2', G22 = C22 or 
3G | 

= [C] 

(III and IV) 

3G 1 
dF \o 

dG? 1 

" 3GJ " 

dF 

3GC 

3F 0 

^rvv 

aa 

= ,r 
3F lo *=£.... 

= 2 J . . . ,F,Q,TJsin/rc?T 

r2* a/ 
3F lo 

sinirdr = .P,. 

Similarly, 
3G,C 

dF \o 

dG,s I 3G,-' 

3G 

1 F ~ 
= P and 

3G 
= Q 

Therefore, both the IHB and HBNR methods produce the 
same linear system of equations (8) and (16). Both systems 
must be solved iteratively. As mentioned previously, iteration 
continues until x0, F0, and Q0, or a0, Foy 00 produce accep­
tably small elements in the vectors R or G„. In practice, we 
might minimize the vector norm of R or G0, or perhaps the 
maximum element of R or G0. 

In some cases, the expansion in (2) is easier to perform than 
the expansion in (15) since the chain rule must be used to 
evaluate 3G/3al0 . In those cases, (8) would be easier to 
generate than (16) and the IHB method would have a slight ad­
vantage over the HBNR method. The equivalence of the two 
methods provides a better understanding of the solution 
mechanism of the IHB method. 
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On the Relation Between Kinematic Map­
pings of Planar and Spherical Dis­
placements 

J. M. McCarthy1 

Kinematic mappings, which transform the parameters specify­
ing a rigid displacement into a point in a higher dimensional 
space, have been the focus of recent study for the purpose of 
classifying rigid motion, aiding mechanism design, and 
automating robot task planning. Presented here is the pro­
cedure which demonstrates that the particular mapping in­
troduced by Blaschke and Mtiller (1956) to study planar 
kinematics, and used subsequently by other researchers, is a 
limiting case of a mapping based on the Euler parameters of 
an orthogonal matrix used by Ravani (1982) for spherical 
kinematics. 

Introduction 
The planar displacement of rigid body is represented by the 
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coordinate transformation equation which relates points in a 
displaced reference frame M to those in a fixed reference 
frame^, given by 

Substituting (5) into (4) and multiplying each of the com­
ponents by cos(0/2) we obtain the desired map 

Xx = (asin(0/2) - bcos(6/2))/2, 
X~ = fcosfl - sin0 

sin0 cos0 DU (1) 

The coordinate vectors X = (X, Y), andx = (x, y) represents 
points in the planar reference frames F and M, respectively. 
The parameters 0, a, and b specify a particular planar 
displacement of Mrelative to F. The triples D = (a, b, 0) are 
considered points in a three-dimensional configuration space 
(Lozano-Perez and Wesley, 1979). Blaschke and Muller (1956) 
introduced a mapping of this configuration space to a three-
dimensional projective space to facilitate the study of planar 
kinematics (see also DeSa and Roth, 1981). 

In a similar way the rotation in space of a rigid body about a 
fixed point, termed a spherical displacement, is represented by 
a coordinate transformation between three dimensional 
reference frames M and F: 

(2) 

The vectors X = (X, Y, Z) and x = (x, y, z) represents points 
i n F a n d M , respectively. The matrix [A] = ay, i, it = 1, 2, 3, 
is orthogonal and depends on three parameters. There are 
many ways to choose these parameters, we use the following 
form for [A]: 

X2 = (acos(0/2) + 6sin(0/2))/2, 

X,=sin(0/2), 

X4=cos(0/2). (6) 
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Euler Parameters 
The Euler parameters of an orthogonal matrix can be defin­

ed (see Bottema and Roth, 1979) as the set of four 
homogenous parameters c0, cu c2, and c3 given by 

c0=5vsin(^/2), c, =sysm(ip/2), c2=szsm(<p/2), c3=cos(p/2). 

(7) 
The vector s = (sx, sy, sz) is the axis of the rotational displace­
ment represented by [̂ 4] and <p is the rotation angle about s 
which carries the reference frame F into M. s and <p are ob­
tained from the components fly, i, j = 1, 2, 3, of [A] by the 
following relations 

<p = arccosj (an +«22 + a33 ~~ l ) / 2 ] , (8a) 

and 

[A] = 

cosa 0 sina 

0 1 0 

— sina 0 cosa 

"10 

0 cos/3 

0 - sin/3 

0 

sin/3 

cos/3 

COS0 

sin0 

0 

- sin0 0 " 

cos0 0 

0 1 

(3) 

• IA] = 

where 

~cac0 — 

c/3sd 

—sacd 

s and 

from which we see a spherical displacement may be 
represented as the triple S = (a, /3, 0). Ravani (1982) used the 
Euler parameters of an orthogonal matrix to define a mapping 
of the matrix to a three-dimensional projective space to study 
spherical kinematics (see also Ravani and Roth, 1984, and Mc­
Carthy and Ravani, 1985). 

Here we show that the Euler parameters of [A] define a map 
on the set of triples S which becomes the mapping of Blaschke 
and Muller in the limit of small angular displacements a and 
/3. The device we use consists of replacing the angular 
measures by the ratio of arc-length along the surface of a 
sphere to its radius. As the radius of the sphere is increased a 
finite region of the sphere in the vicinity of the Z-axis shrinks 
in angular measure and its geometry approaches that of the 
tangent plane at the point the Z-axis pierces the sphere (see 
McCarthy, 1983). 

Blaschke's Mapping 
Following Bottema and Roth (1979) we define Blaschke's 

mapping of the displacement D to a three-dimensional projec­
tive space as given by the four dimensional homogeneous vec­
tor function X(a, b, 6) = (X}, X2, X3, X4), where 

Xx =xptan(0/2), X2 =^tan(0/2) , X3 = tan(0/2), XA = \. (4) 

The point xp - (xp,yp) is the pole of the displacement D, and 
is given by 

sx=(an-a23)/(2smv), 

sy=(ali-a3l)/(2sm<p), 

sz = (fl21 - a 12)/(2sin«?). (8b) 

By choosing the set of angles S = (a, /3, 0) given in equation 
(3) to specify an orthogonal matrix, we obtain a standard form 
for [A] 

ysffsd — casd — sas(3c8 sac/3 

cPcd s/3 . (9) 

-casffsd sasd — casficd cac/3 

where s and c represent the sine and cosine functions. 
Substituting the elements of this matrix (9) into (8) we obtain 

<p = arccos {(cacd -sasflsO + c/3c0 + cac/3 - l)/2) (10fl) 

and 

sx = (sasd — casficd—s/3)/(2sin<p), 

sy = (sctcft + sacd + casflsd)/(2sin<p), 

sz = (cfisd + casd + sasj3cd)/(2sin<p). (10b) 

Substitute (10) into (7) and replace sin<p by 2sin(95/2)cos(<p/2) 
to obtain a mapping of the spherical displacement S = (a, /3, 
6) to a point in a three-dimensional projective space which is 
an explicit form of that used by Ravani (1982). We write it as 
X(«, /3, 0) = (XX,X2, X3, XA) = (ct,c2, c3, c0), where 

Xt = (sasd - cashed - sP)/(4c (<p/2)), 

X2 = (sac/3 + sacd + cas(3sd)/(4(c<p/2)), 

X3 = (cfisd + casd + sas$cd)/(4c(<p/2)), 

X4 = c(<p/2), 

note tp is defined by (10a). 
(11) 

xp = (asin(0/2) - 6cos(0/2))/(2sin(0/2)), 

yp = (acos(0/2) + Z?sin(0/2))/(2sin(0/2)). (5) 

Small Displacements on a Sphere 
Before exhibiting Blaschke's mapping (6) as a limiting case 

of (11) we demonstrate the procedure by showing how (1) is 
obtained as a limiting case of (2). Introduce the arc-lengths a 
and b measured along a sphere of radius R and replace the 
angles a and /3 in (3) by the expressions 

a = a/R, and P = b/R. (12) 
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a and /3 are the yaw and pitch angles of the attitude of the 
reference frame M relative to F. 

Now introduce the angles £ = x/R and ij = y/r as the 
spherical coordinates for x in M, defined in the same way as a 
and (3, so we have: 

x= (i?sin£cos?j, Rsmt], i?cos£cos?j), 

or x= (Rsm(x/R)cos(y/R), Rsin(y/R), Rcos(x/R)cos(y/r)), 

(13) 

x and y are arc-lengths measured along the surface of a sphere 
of radius R. 

Substitute (12) and (13) into (2) and compute the series ex­
pansions of the sine and cosine functions to obtain 

+ (!/*) 

"X~] 

Y 

Z 

cos0 — sin0 a/R 

sinfl cos0 b/R 

0 0 1 

* 

T 

y 

R 

0 0 0 

( - acosd + bs'md) (dsmd + bcosd) - (a2 + b2)/R j \^R 

+ 0(\/R2). (14) 

The zeroth order term in (14) is the equation of a planar 
displacement in the Z = R plane, parallel to the X— Y coor­
dinate plane of F. Also notice that the first order term consists 
only of a component in the Z direction. We conclude that the 
planar displacement (1) is the limiting case of the spherical 
displacement (2) for which the angles a, /3, £ and r\ are small 
such that the terms a2 = (a/R)2, fi2 = (b/R)2, £2 = (x/R)2 

and r/2 = (y/R)2 are negligible. 
Blaschke's mapping is obtained as a limiting case of (11) by 

following the same procedure. Substitute a = a/R and /3 = 
b/R into (11), compute the series expansion of the sine and 
cosine functions, and collect terms in l/R. The result is 

Xx = (asin(0/2) - bcos(6/2))/2R + 0(l/R3), 

X2 = («cos(0/2) + 5sm(6/2))/2R + 0(1/R3), 

X3=sm(d/2) + 0(l/R2), 

X4 = cos(6/2) + 0(l/R2). (15) 

These computations were facilitated using the symbolic 
computation software MACSYMA. The similarities between 
(15) and (6) are clear and we conclude that Blaschke's map is 
the limiting case of Ravani's for which the terms a2 = (a/R)2 

and (32 = (b/R)2 are negligible. 

Conclusion 
This note demonstrates that Blaschke's map of planar 

displacements is closely related to Ravani's map of spherical 
displacements which is based on Euler parameters. This result 
is of interest because it suggests a way to extend recent results 
on the differential geometry of the image space of spherical 
kinematics under Ravani's map (McCarthy and Ravani, 1985) 
to the image space of planar kinematics under Blaschke's 
map. 
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Stress Singularity at the Tip of a Rigid Line 
Inhomogeneity Under Antiplane Shear 
Loading _ ^ _ ^ _ 

Z. Y. Wang,1 H. T. Zhang,1 and Y. T. Chou1 

1 Introduction 
It has been shown (Chou and Wang, 1983; Wang et al., 

1985) that under an inplane tensile loading, a plane elastic 
body containing a rigid line inhomogeneity would generate a 
square-root stress singularity at the tip of the line segment, a 
situation similar to the case of a slit crack (Broek, 1982). 
However, if the applied stress is an inplane shear, the in­
homogeneity and the matrix become elastically compatible 
and no stress singularity exists, which is different from the 
case of a crack. 

In the present work we investigate a similar inhomogeneity 
system in which the applied stress is an antiplane shear. This 
system is analyzed by two different methods: the complex 
variable method of Muskhelishvili and the equivalent inclu­
sion method of Eshelby. The present analysis, together with 
the analysis reported earlier for the inplane elastic system 
(Chou and Wang, 1983; Wang et al., 1985), thus provides a 
complete description for the rigid line inhomogeneity problem 
in plane elasticity. 

2 Analysis 
We consider an antiplane strain deformation in which a 

rigid flat inhomogeneity of width 2a is embedded in an infinite 
elastic body along the x axis of a Cartesian coordinate system 
xyz (Fig. 1). The dependent variables of the system are the 
displacement uz(x,y) and the stress components axz and an, 
related by 

duz duz 
(i) 

where G is the shear modulus of the matrix. Under the condi­
tion of equilibrium, the governing partial differential equation 
is 

b2uT d2uT 

dx2 dy2 

with the boundary conditions 

uz = 0 for -a^x^aandy = 0 

and 

- <xd at infinity 

(2) 

(3) 

(4) 

where or̂  and afz are the uniform applied stresses. Equation 
(2) can be solved according to the position of the loading. 
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a and /3 are the yaw and pitch angles of the attitude of the 
reference frame M relative to F. 

Now introduce the angles £ = x/R and ij = y/r as the 
spherical coordinates for x in M, defined in the same way as a 
and (3, so we have: 

x= (i?sin£cos?j, Rsmt], i?cos£cos?j), 

or x= (Rsm(x/R)cos(y/R), Rsin(y/R), Rcos(x/R)cos(y/r)), 

(13) 

x and y are arc-lengths measured along the surface of a sphere 
of radius R. 

Substitute (12) and (13) into (2) and compute the series ex­
pansions of the sine and cosine functions to obtain 
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The zeroth order term in (14) is the equation of a planar 
displacement in the Z = R plane, parallel to the X— Y coor­
dinate plane of F. Also notice that the first order term consists 
only of a component in the Z direction. We conclude that the 
planar displacement (1) is the limiting case of the spherical 
displacement (2) for which the angles a, /3, £ and r\ are small 
such that the terms a2 = (a/R)2, fi2 = (b/R)2, £2 = (x/R)2 

and r/2 = (y/R)2 are negligible. 
Blaschke's mapping is obtained as a limiting case of (11) by 

following the same procedure. Substitute a = a/R and /3 = 
b/R into (11), compute the series expansion of the sine and 
cosine functions, and collect terms in l/R. The result is 

Xx = (asin(0/2) - bcos(6/2))/2R + 0(l/R3), 

X2 = («cos(0/2) + 5sm(6/2))/2R + 0(1/R3), 

X3=sm(d/2) + 0(l/R2), 

X4 = cos(6/2) + 0(l/R2). (15) 

These computations were facilitated using the symbolic 
computation software MACSYMA. The similarities between 
(15) and (6) are clear and we conclude that Blaschke's map is 
the limiting case of Ravani's for which the terms a2 = (a/R)2 

and (32 = (b/R)2 are negligible. 

Conclusion 
This note demonstrates that Blaschke's map of planar 

displacements is closely related to Ravani's map of spherical 
displacements which is based on Euler parameters. This result 
is of interest because it suggests a way to extend recent results 
on the differential geometry of the image space of spherical 
kinematics under Ravani's map (McCarthy and Ravani, 1985) 
to the image space of planar kinematics under Blaschke's 
map. 
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Stress Singularity at the Tip of a Rigid Line 
Inhomogeneity Under Antiplane Shear 
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Z. Y. Wang,1 H. T. Zhang,1 and Y. T. Chou1 

1 Introduction 
It has been shown (Chou and Wang, 1983; Wang et al., 

1985) that under an inplane tensile loading, a plane elastic 
body containing a rigid line inhomogeneity would generate a 
square-root stress singularity at the tip of the line segment, a 
situation similar to the case of a slit crack (Broek, 1982). 
However, if the applied stress is an inplane shear, the in­
homogeneity and the matrix become elastically compatible 
and no stress singularity exists, which is different from the 
case of a crack. 

In the present work we investigate a similar inhomogeneity 
system in which the applied stress is an antiplane shear. This 
system is analyzed by two different methods: the complex 
variable method of Muskhelishvili and the equivalent inclu­
sion method of Eshelby. The present analysis, together with 
the analysis reported earlier for the inplane elastic system 
(Chou and Wang, 1983; Wang et al., 1985), thus provides a 
complete description for the rigid line inhomogeneity problem 
in plane elasticity. 

2 Analysis 
We consider an antiplane strain deformation in which a 

rigid flat inhomogeneity of width 2a is embedded in an infinite 
elastic body along the x axis of a Cartesian coordinate system 
xyz (Fig. 1). The dependent variables of the system are the 
displacement uz(x,y) and the stress components axz and an, 
related by 

duz duz 
(i) 

where G is the shear modulus of the matrix. Under the condi­
tion of equilibrium, the governing partial differential equation 
is 

b2uT d2uT 

dx2 dy2 

with the boundary conditions 

uz = 0 for -a^x^aandy = 0 

and 

- <xd at infinity 

(2) 

(3) 

(4) 

where or̂  and afz are the uniform applied stresses. Equation 
(2) can be solved according to the position of the loading. 
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Fig. 1 A rigid line inhomogeneity under the action of an antiplane 
shear loading, (a) u „ = o, a*z = T, (b) a$z = T, a^z = o. 
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There are two distinct cases. In the first case (Fig. la) where 
the applied stress is acting parallel to the rigid inhomogeneity, 
a*z = 0 and od = T, and the solution of (2) is simply 

U*=~Gy (5) 

which satisfies both the boundary conditions (3) and (4). The 
corresponding stresses in the matrix are axz = 0 and ayz = r. 
The inhomogeneity is, therefore, compatible with the matrix 
and no stress singularity exists. 

In the second case (Fig. lb) where the applied stress is 
acting perpendicular to the rigid inhomogeneity, od = r and 

0. A suggested solution of (2) is 

z G (6) 

which satisfies the boundary condition (4) but not (3). For a 
valid solution, a perturbation field must be added with the 
following boundary conditions: 

uP = x for 
* G 

-a^x=a and y = 0 (7) 

and 

= a£ = 0 "xy -"yz~" a t infinity (8) 

For solving the above boundary value problem, it is con­
venient to use the complex variable method of Muskhelishvili 
(1953). Consider the mapping function 

*_u(r)=-f(r+-L) (9) 

which maps the rigid line in the z plane (z = x + iy) onto a 
unit circle in the f plane (f = p e'*). The entire z plane, ex­
cluding the rigid line, is then mapped onto the region exterior 
to the unit circle in the f plane. With the value of uP given by 
(7) in the z plane, the corresponding value on the unit circle in 
the f plane can be determined. The problem is, therefore, a 
Dirichlet problem. The displacement function which is har­
monic in the region exterior to the unit circle in the f plane can 
be represented by the Poisson's formula 

8 (n=-2^)o l-2pcos(0-,WP>1 <10> 

where 8p(<j>) is the value of Sp(f) on the unit circle t = e"* in 
the f plane. From equations (7) and (9), we have 

6P(4>) = —— a cos 
G (11) 

which is also the boundary condition for the displacement 
function in the f plane. Equation (10) can then be evaluated by 
the contour integration to yield 

1 TO Ref 
— cos \L = ——.— 
P y G I f l 2 5 iJ(f) = — (12) 

where Ref represents the real part of f. Equation (12) reduces 
to (11) at p = 1 and \p = <j>, i.e., on the unit circle in the f 
plane. 

To determine the displacement function in the z plane, we 
use the inverse function of (9) 

{•=«- ' («) = 
z + Vz2 - a2 

(13) 

Since we are interested in the field near the tip of the rigid line, 
it is convenient to choose a local polar coordinate system (r, 6) 
with the origin at a, i.e., 

oil z = a + r e" (14) 

Substituting equation (14) in equation (13) and assuming r « a 
yield 

f = 1 + (—j e<*/2 + — e ' 6 

a 
(15) 

where the terms of (r/a)vl and higher were dropped. Subse­
quently, from equation (12) one obtains 

•f[-(i: 
/2r\U2 8 r 1 

• I cos —— + — cos0 
/ 2 a J 

(16) 

which reduces to (7) at 6 = -w. 
Now, in reexamining equation (6) near the tip region, we 

have 

us
7= — ( 1 + — cos 0) 

G \ a / 
(17) 

The local displacement field which satisfies (3) is then the com­
bination of (16) and (17), 

TO / 2r\ 1/2 d 
^— (18) 

„ TO / 2r\ 
z z z G\aJ 

The corresponding stress components of the system are de­
rived from (18), 

r( ira)1 / 2 6 
ox, =———,.. cos —— xz (2irr)U1 2 

T(ira)u2 . 6 

°>z= ( W 2 S m X 

(19«) 

(196) 

It is clear that the system has a stress singularity at the tip of 
the inhomogeneity similar to the case of a slit crack. It is worth 
noting that, in the case of a rigid inhomogeneity, the applied 
shear stress is acting perpendicular to the inhomogeneity seg­
ment, whereas in the case of a crack, it is parallel to the crack 
line. 

The above results can also be obtained by the equivalent in­
clusion method of Eshelby (1957). A rigid line can be con­
sidered as a limit case of an elliptic inhomogeneity. Following 
Yang and Chou (1977), the equivalent eigenstrains for a rigid 
inhomogeneity (with shear modulus Gx — oo) are obtained 
from the following equations 

4 = - e 2 (20) 

where e? are the constrained strains and efj the applied strains. 
The constrained strains, exz and eyz, can be expressed in 

terms of the eigenstrains of the equivalent inclusion, e*z and 
i . e . , 

1+e 

1+e 

(21a) 

(216) 

where e = b/a is the ratio of the semi-axes, a and b, of the 
ellipse (Zhang and Zhe, 1981). For a rigid line inhomogeneity 
e — o and 
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e*=-e±/e=-a±/2Ge 

eA = Jyz' 

(22a) 

(.22b) 

where G is the shear modulus of the inclusion. From equations 
(22) it is seen that only exz or oxz would induce the stress 
singularity, in accordance with the results obtained by the 
complex variable method. 

The stress field due to the eigenstrain component e*z can be 
written as (Zhang and Zhe, 1981) 

axz = 2 G e e*z\ \+ — (x sin -q—y cos ij) (21a) 

°yz=~2G ee*x 
R 

(x cos TJ — y sin rj) (236) 

where 

R e"> = V«2 - z2, z = x+iy (24) 

Near the tip of the flat inclusion, equations (23) reduce to 
x 1/2 fl 

-2G ee[ 
'\2irrJ 

„„=-2 Ge *•„{—) sm — 

(25a) 

(25b) 

where r and 6 are defined in (14). By substituting (22) into (25) 
and taking axz = r, one obtains the sames results as (19). 

3 Discussion of the Results 
As in the previous paper (Wang et al., 1985), we propose a 

stress singularity coefficient for the present system, 

S,,,=lim (2irr)y2axz(d = o) 

square-root stress singularity is identified; the singularity ex­
ists only if the shear loading is acting perpendicular to the in­
homogeneity segment. In conjunction with the mode I and 
mode II deformation, a mode III antiplane deformation is 
defined and the inhomogeneity extensin force is calculated. 

References 
Broek, D., 1982, Elementary Engineering Fracture Mechanics, Martinus 

Nijhoff Publishers, Hague, Netherlands, pp. 3-23. 
Chou, Y. T., and Wang, Z. Y., 1983, "Stress Singularity at the Tip of a Rigid 

Flat Inclusion," in Recent Developments in Applied Mathematics, Ling, F. F., 
and Tadjbaklish, I. G., eds., Rensselaer Press, Troy, pp. 21-30. 

Eshelby, J. D., 1957, "The Determination of the Elastic Field of an Ellipsoid 
Inclusion, and Related Problems," Proceedings of the Royal Society, Series A, 
Vol. 241, pp. 376-396. 

Muskhelishvili, N. I., 1953, Some Basic Problems of Mathematical Theory of 
Elasticity, Noordhoff Ltd., Groningen, pp. 104-161. 

Wang, Z. Y., Zhang, H. T., and Chou, Y. T., 1985, "Characteristics of the 
Elastic Field of a Rigid Line Inhomogeneity," ASME JOURNAL OF APPLIED 
MECHANICS, Vol. 52, pp. 818-822. 

Yang, H. C , and Chou, Y. T., 1977, "Antiplane Strain Problems of an Ellip­
tic Inclusion in an Anisotropic Medium," ASME JOURNAL OF APPLIED 
MECHANICS, Vol. 44, pp. 437-441. 

Zhang, H. T., and Zhe, X. L., 1981, "Theory of Inclusion and Applications 
in the Study of Fracture," Acta Physica Sinica, Vol. 30, pp. 761-774. 

Asymptotic Integration Applied to the Dif­
ferential Equation for Thin Elastic Toroidal 
Shells 

O. Jenssen 

= T\ira (26) 

This mode of deformation is designated as mode III deforma­
tion for a rigid line inhomogeneity. The J integral or the in­
homogeneity extension force may also be calculated by using 
the equivalent inclusion method. 

The increase of the elastic energy in the body due to the rigid 
line inclusion is 

AW=ira2eax
i
ze*xz 

-(<£)2 
2G 

(27) 

However, the total increase in free energy of the system (the 
elastic energy in the body and the potential energy of the 
loading mechanism) is 

Einl=-AW (28) 

The J integral is then given by 

dEM d (AW) 

d (2a) 9 (2a) 

T a 

2G -«r = 
•wa 

2G 

which is related to S m by 

/„ 2G 
' »->in 

(29) 

(30) 

The negative sign in (29) indicates that the driving force on the 
rigid line favors a contraction in the length of the segment. 
This is consistent with the results derived previously for the in-
plane system (Wang et al., 1985). 

To summarize, we have analyzed the stress and displace­
ment fields near the tip of a rigid line inhomogeneity in a two-
dimensional elastic system subject to an antiplane shear 
loading. Similar to the case of the inplane deformation, a 

The second order differential equation in question is 

W" - [/«/•, (4>) +f2 W] W^fiFW 

where LI is a large parameter and 

sm<j> 3 

1 + Asin<£ 4 

/ Acos^ \ 2 

V 1 + Asin0 / 

(1) 

(2) 
F( <£) = fi (0) cos<K 1 + Asin0)"1/2 

with Q(4>) as an expression for the axial load. A solution of 
this equation was given by Wei (1944). The homogeneous 
equation was solved by a method similar to Langers (1931) 
and the the inhomogeneous equation was solved by the stan­
dard formula using an approximation forF(<l>). Clarke (1950) 
presents a simple particular solution which is widely used, but 
which is not as accurate as the Langer solution of the 
homogeneous equation. This particular integral was 
developed jointly with E. Reissner. 

This author presented a more exact solution (Jenssen 1960) 
which, however, is laborious and has later used the following 
simplified version: 

The solution W is approximated by the function 

Y=Q(<t>)h(z)+nmF(o)QT(z) + Ym (3) 

where Ym is the membrane solution 

Ym=~i[Q^F(o)-FW]^r-
J\ 

(4) 

The functions h(z) and T(z) are solutions of the equations 

cPh 

dz2 - + zh = 0, 
cPT 

dz2 - + zT= (5) 
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e*=-e±/e=-a±/2Ge 

eA = Jyz' 

(22a) 

(.22b) 

where G is the shear modulus of the inclusion. From equations 
(22) it is seen that only exz or oxz would induce the stress 
singularity, in accordance with the results obtained by the 
complex variable method. 

The stress field due to the eigenstrain component e*z can be 
written as (Zhang and Zhe, 1981) 

axz = 2 G e e*z\ \+ — (x sin -q—y cos ij) (21a) 

°yz=~2G ee*x 
R 

(x cos TJ — y sin rj) (236) 

where 

R e"> = V«2 - z2, z = x+iy (24) 

Near the tip of the flat inclusion, equations (23) reduce to 
x 1/2 fl 

-2G ee[ 
'\2irrJ 

„„=-2 Ge *•„{—) sm — 

(25a) 

(25b) 

where r and 6 are defined in (14). By substituting (22) into (25) 
and taking axz = r, one obtains the sames results as (19). 

3 Discussion of the Results 
As in the previous paper (Wang et al., 1985), we propose a 

stress singularity coefficient for the present system, 

S,,,=lim (2irr)y2axz(d = o) 

square-root stress singularity is identified; the singularity ex­
ists only if the shear loading is acting perpendicular to the in­
homogeneity segment. In conjunction with the mode I and 
mode II deformation, a mode III antiplane deformation is 
defined and the inhomogeneity extensin force is calculated. 
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and z = ix = iii}-•(-f-): 

2d<f>, Q-- Of-) (co') ' (6) 

It should be noted that Q(o) = 1. The expression (3) satisfies 
the following differential equation 

Y"-\ [itfi (*) +-^-] y=/*f (*) +0(1) 
Q 

(7) 

The homogeneous solution of equation (7) is the Langer 
solution (1931) used by Clarke (1950) and is equal to the first 
term on the right-hand side of the expression (3). 

Therefore, solution (3) seems to be a natural extension of 
the solution by Langer (1931) to include particular integrals 
for equations with a transition point. 
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Explicit Approximate Solutions Associated 
With the Mechanics of Hydraulic Fracturing 

width, major axis, and minor axis are obtained for one-
dimensional fracture fluid flow with and without leak-off 
effects. 

Introduction 
The mechanics of hydraulic fracturing generally entails the 

controlled pumping of the selected proppant laden fracture 
fluid in a bore hole and subsequent initiation and sustained 
vertical extension of the induced fracture in the formation pay 
zone. This technique is commercially used for stimulating oil 
and gas reservoirs. Potential applications to geothermal 
energy extraction, nuclear waste management, and 
underground coal gasification have also been explored. In 
view of the importance of this problem, considerable research 
on the prediction of the induced fracture geometry and frac­
ture fluid leak-off has been conducted (Clifton and Abou-
Sayed, 1982; Settari and Cleary, 1984; Advani et al., 1984). 

In this note, the governing nonlinear equations for the 
assumed propagation of an elliptic fracture in a uniformly 
confined, linear elastic, homogeneous medium are derived. A 
Lagrangian formulation with strain energy, fracture fluid 
energy dissipation, and generalized force terms incorporating 
Griffith crack separation energy contributions is utilized. The 
time dependent crack width, minor axis, and major axis are 
chosen as generalized coordinates (Fig. 1) with c <SC a, b for 
the flat ellipsoid geometry. The variational formulation is con­
sistent with the two-dimensional methodology presented by 
Biot et al. (1982) in terms of fracture width and length. Ex­
plicit solutions for the generalized coordinates, for one-
dimensional fracture fluid flow, are derived in the absence of 
leak-off and with leak-off effects. 
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Governing equations, based on a Lagrangian formulation, for 
the assumed case of a hydraulically induced vertial elliptic 
fracture propagating in a uniformly confined, linear, elastic, 
homogeneous medium are derived. Explicit solutions for the 
generalized coordinates designating the time-dependent crack 
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Problem Formulation 
The classical form of Lagrange's equations, in terms of the 

Lagrangian, L, are 

d / dL \ 

~dt\ da, ) 

dL 
1,2,3 (1) 

dt V dq,- / dq, 

where the generalized coordinates, qh represent the major axis 
(<?! = a), minor axis (q2 = b), and fracture width (q3 = c). In 
the analysis, the kinetic energy of the system and the effects 
due to gravity are ignored. The generalized forces, Fh include 
the effects of the viscous fracture fluid dissipation and other 
forces not derivable from a potential, (V), or a dissipation 
function, (D), (i.e., forces increasing fracture volume and sur­
face area). Therefore, 
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Fig. 1 Assumed vertical elliptic crack model 
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F,- = 
3D 

-+Qi 

and equation (1) can now be rewritten in the form 

dV 3D 
„ • . . ~, ( 2 ) 
dqf dq. 

The Lagrangian formulation presented here provides an at­
tractive methodology for including dissipation and leak-off ef­
fects associated with fracture fluid flow. It is noteworthy that 
this variational formulation, for a constant fracture height, 
yields expressions for fracture width (Biot et al., 1982) which 
are physically compatible with the solutions presented by 
Geertsma and Haafkens (1979). In the following analysis, we 
define the nondimensional major and minor axes coordinate 
variables by: 

a = x/a, P=y/b 

and consider symmetric flow in one quadrant of the elliptical 
fracture surface, A. 

Potential Function. The potential function, V, is given as 
the work done by the fracture fluid pressure, p(x, y, t) in 
generating the fracture geometry, i.e., 

V= \ j p(x,y,t)w(x,y,t)dx dy (3) 

where w(x, y, t) = 2c f(a, j8) is the fracture width with the 
shape function/(a, /3) = 0 on the fracture boundary. 

The corresponding pressure-width relation, from elasto-
statics, has the general form 

p(x,y,t) = - •P(a,b,c)g„(a,P), 0 < a , / ?<! (4) 

where G and v are the formation shear modulus and Poisson's 
ratio, respectively, and g„ (a, j8) is a polynomial of degree n in 
a and j8, obtained to match the specified displacement shape 
function,/(a, 13) (Segedin, 1968). The coefficients of g„ (a, 13) 
are computed in terms of elliptic integrals. For an elongated 
ellipsoidal fracture surface,/(a, |8) = (1 - a2 - l32)y' and the 
corresponding polynomial for the pressure distribution g0 (a, 
j8) is equal to unity. 
The potential function is given by 

V=IabcP(a,b,c) (5) 

where 
2G f i r(i-*2)v' rG 

I=- f(a,(3)g„(<x,P)dpda = -— -
1 -v Jo Jo 3(1 — v) 

Dissipation Function. Energy dissipation arises from flow 
of the viscous fracture fluid. Assuming Poiseuille flow in each 
cross section normal to the fracture surfaces, the flow rate, q, 
in the fracture can be shown to be 

w3 -

*—i*rv" (6) 

where n is the viscosity of the Newtonian frac fluid. The 
dissipation, D, is defined by 

D=-jr\\j-^dA (7) 

D=6*\l 
Substituting equation (6) in equation (7) yields 

^ - d A 
}A W3 

The flow rate, q, is related to the fracture width, w, by mass 
conservation. For an incompressible fluid, the local continuity 
equation is 

ir+ih+^-ir-0 (8) 

dx ay at 

where qL, the fluid leak-off rate into the reservoir, is governed 
by the traditionally accepted relation 

QL-
2C 

(9) 
Vr-T(*Jo 

with C being the overall leak-off coefficient, and T(X, y) being 
the elapsed time of arrival of the fracture fluid (as well as frac­
ture surface) to the coordinate point (x, y). 

The global continuity equation is obtained by integrating 
equation (8) over the fracture surface, from which the local 
flow rate is computed. The derivation of the dissipation func­
tion in terms of the generalized coordinates is the most dif­
ficult task in the model response evaluation. 

Generalized Forces. The generalized forces, Qh are de­
rived from virtual work analysis, i.e., 

dW=Qlda+Q2db + Q3dc (10) 

The virtual work, incorporating associated contributions 
relating to fracture volume and surface increase, can be ex­
pressed in the form 

Q^Mpjbc —E,b 

Q1=Mpfac—j-Esa (11) 

Q3=Mpfab 

where M = 7r/3 for the selected ellipsoid configuration, pj is 
the effective bore hole pressure, the Es is the Griffith type 
separation energy. 

Governing Equations and Special Solutions 
The above expressions for V, D, and Q, wee in terms of the 

generalized displacements and velocities. The governing equa­
tions are obtained by substitution in Lagrange's equations for 
nonconservative systems (equations 2). As expected, the dif­
ferential equations are coupled and highly nonlinear. 
However, depending on the physical assumptions, solutions 
for selected special cases can be derived. 

We consider, for example, one-dimensional flow in the 
absence of leak-off, i.e., 

qx = q(x,t), qy = 0, and qL=0 

Conservation of mass requires that 

Q(.x,t) (b2- b2x2y2 

=ii[2abc\lV~a2/{a'^dai (i2> 
With P(a, b, c) = c/b, the potential function V = lac2. This 
form of P(a, b, c) corresponds to an approximation of the 
constant pressure-width relation for an elliptic crack (a > b). 
The governing equations for this case are: 

12/c4 + 3liDiadbc+2lx,D2a
2(bc)' = 4irpfbc3 - 3irEsbc2 

3/i£>2adbc + 3/*Z>3 a
2(be)' = 4irpfbc3 - 3irEsbc2 

24/c4 + 3nD2adbc + 3ixD3a
2(bc)' = 4irpfbc3 

where DX,D2, and D} are constants defined by 

1536 f1 [F(a) + G(a)]2 , 
-\ ; n da 

Jo 

(13) 

A=- ( 1 - a 2 ) 2 

D2 = 
1536 f F(a)[F(a) + G(a)] 

(13«) 

1536 fi [F(a)]2 

Di=-^\oTT^a2T 
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with 
Ja JO 

andG( Jo 

f(a£)d$da = — (2-3a + a3) 

f(a,0)dp = — a ( l - a 2 ) 

To solve the above equations, we set 

a = Clt',b = C2t
m, c = C3t", andPf = C4t

k 

in equations (13) to obtain 

(l,m,n,k) = (l + £,2 + 4$,l+2Z,-l-2Z),£eR 

Conservation of mass (equation 12) yields £ = 
Therefore, 

a = Cxt"\b = C1t
1'\c = Cit

x'\ 

and pf = C4r
in 

Solution (14) corresponds to a constant bore hole flow rate Q. 
The constants C, can be determined by substitution of equa­
tion (14) into equations (12) and (13), resulting in the follow­
ing expressions for the fracture dimensions and borehole 
pressure 

•QE*(l-v)->1" 

-3/7. 

(14) 

=o.64[Q2E*ir)2»][n 

(15a) 

c(t) 

r E6G2 i xn 

or alternatively 

a(t) = 0.63[- G3G 
i>{\-v)(2by : \ 

rG2(i-")/-n 

PfU) = 

G{2b) 

1.67 r QnG^a l <M 

2b I (l-v)3 J 

(156) 

The fracture dimensions (156) are comparable to the solutions 
derived by Perkins and Kern and Nordgren (PKN), presented 
in the comparative study done by Geertsma and Haafkens 
(1979). The fundamental difference between the two models is 
that the PKN solutions presume an elliptical vertical cross sec­
tion while maintaining a constant height H both in space and 
time. The presented formulation is developed on the premise 
that the induced fracture has an elliptical configuration, with 
all the deduced dimensions varying in time. 

For a more general case with leak-off,_ the fluid leak-off ex­
pression equation (9), is assumed with C proportional to t~y. 
The governing equations, for one-dimensional flow qx, with 
P(a, b, c) = c/b are: 

Mct + lnD1 + 3nDladbc + 3nD2a
2(bc)' 

3nD2[ a2b 
f<A+y 

a2b 
flA+y 

= 4irpfbc* - 3irEsbc2 

- + 3\x,D2adbc + 3\x.D-ia
2 (be)' 

-Airpfbc* -3irEsbc (16) 

a2b 
24/c4 + 3^D21

 IA+y + 3ixD2adbc + 3lxDia
2{bcY 

= 4fipfbc3 

where the constants D'J are similar in form to those presented 
in equations (13a). 

A solution to the preceding set of equations is 

a = clt
3M-y/2,b = c2t

1-2y,c=c3t'
A~y 

and pf=C4P"'A (17) 

All physically relevant values of 7 for solution (17) yield a time 
dependent bore hole flow rate, based on mass balance re­
quirements. For 7 = 1/6, the leak-off coefficient Cis propor­
tional to (pf)

Vl. 
It is noteworthy that the results are sensitive to the selected 

expression for P(a,b,c). For example, with P(a, b, c) = c/a, 
we obtain V = Ibc2. In the absence of leak-off, the derived 
solutions with this assumed form are: 

Q3G r QG 1 

w(0,0,O=2c(O = 1.58r-
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The time dependent solutions (18) model the propagation of a 
vertical elliptical fracture with constant height 2b0 at the 
wellbore and qualitatively agree with Geertsma and de Klerk 
(GdK) solutions presented by Geertsma and Haafkens (1979). 
The difference in the numerical coefficients stems from the 
assumed geometry of the GdK model, which is a constant 
height model with uniform fracture width over a vertical cross 
section. 

For the more general case involving fluid leak-off, the frac­
ture dimensions and effective borehole pressure, analogous to 
equations (17) can be shown to have the form 

a=Clt
2/1 b = C2t° C=C-it

m pf=C4r
m (19) 

Concluding Remarks 

Although the presented explicit solutions are based on the 
hypothetical case of a propagating elliptic fracture configura­
tion, with unidirectional fracture fluid flow, they can provide 
response calibration of sophisticated numerical codes under 
the prescribed model limitations. The results can also be used 
for parameter sensitivity evaluations and theory comparisons, 
in a manner similar to the fracture width and length trends 
presented by Geertsma and Haafkens (1979). The variational 
formulation associated with the dissipation function, D, for 
two-dimensional fracture fluid flow (q(x, y, t)) presents con­
siderable difficulty and seemingly does not yield explicit 
solutions. 
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Incremental Hamilton's Principle With 
Multiple Time Scales for Nonlinear 
Aperiodic Vibrations of Shells 

S. L. Lau1 and Y. K. Cheung2 

Paper [1] provided an extension of the Incremental Har­
monic Balance (IHB) Method [2, 3] to aperiodic vibrations of 
nonlinear systems by introducing the concept of multiple time 
scales (dimensions), where the solution is assumed to be a 
combination of sinusoidal terms of incommensurable frequen­
cies. This extended numerical technique is of practical 
significance as in many cases only the aperiodic vibrations ex­
ist in a nonlinear system. 

To illustrate the wide applicability of the method and also 
for later use, this note will present an incremental Hamilton's 
principle with multiple time scales for thin plates and shallow 
shells. Based on this principle, a discrete incremental formula­
tion for computing nonlinear vibrations can be deduced 
directly in conjunction with various approximate procedures 
such as the finite element method, etc. 

Consider the plate problem first. Let [d] denote the middle 
plane displacement vector, such that 

\d\=[u,v,*\T (1) 

where u, v are the in-plane displacements and w the deflection 
of the middle plane. The curvature vector [x) and in-plane 
strain vector (el are defined as 

- [ 
d2w d2w 

in which 
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e} + Vi[A]{6] 
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dxdy J 
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The Hamilton's principle for thin plates under periodic mo­
tion can be written in the form 

5\T
o\\A-^-[{e}T{Dp]{e} + iX}T[Db]{x) 

-ph 
d{d]T d[d) 

dt dt 
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where p = density, h = thickness of plate, / = time, T = 
period of vibration, A = area of middle plane, {q} = [qx,qy, 
qz]

r = the load intensity vector and 

[D„h 
Eh 

1 v 

v 1 

0 0 

\Pb 

0 

0 

Eh3 

12(1 -v)2 

l v 

V 1 

0 0 

(6) 

with E = Young's modulus, v = Poisson's ratio. 
When the concept of multiple time scales is introduced, the 

Hamilton's principle given by (5) can easily be generalized (by 
considering equations (5), (9) of paper [1]) to the following 
form 

-*(&^)(E^) 
-2{d]T[q]\dxdydTldT2. .dTm = 0 (7) 

Using similar incrementation procedure as given in [2] and 
assuming a neighboring state of motion represented by [d'), 
j q'} and w- such that 

[d'\ =ld} + {Ad} 

<"/ =Wy + A£0,- 0 = 1 , 2 , . . . ,m) 

(8) 

where {Ad}, {Aq} and Aco, are corresponding increments. 
Substituting equation (8) into equation (7) and noting that (i) 
only the increments are subjected to variation and (//) small 
quantities containing the products of over two increments are 
to be neglected, the incremental Hamilton's principle with 
multiple time scales for aperiodic vibration of thin plates can 
be obtained, after some manipulations, in the following form 

6 L T • -CGL [M^V[Dp]{At) + V^xV[Db\^x] 

+ Vi {Ad} T([S] + [S*]){A6) + iAe}T[Dp][A}{Ae) 
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+ \\A [{Ae}T{S} + [Ad}T[S]{6} + {AX)TlDb}lx} 

-{Ad}T{q]\dxdy) dr,dT7. . .drm=0 (9) 

where (S) is in the in-plane resultant force vector of the cur­
rent state and is given by 

iS}=[Sx,Sy,Sxy]
T=[DP]{e} (10) 

[S] is a square matrix consisting of components of (S), i.e., 

isl­
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l_SXy Sy 

L^xy ^y J 

[S*] = 

This relation can be rewritten as 
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= [A]T[DP}[A] 
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The last area integral in equation (9) gives the correction term 
which is useful in the process of incrementation for preventing 
the solution from drifting away. 

For the case of thin shallow shell, it is obvious that equation 
(9) is still valid if the definition of (e) is modified to become 

-[ 
du 

~bx 
-krw, 

dv 
— kyW, 

dv 

~~dx~ 

du ~\T 

-2kxyw\ (15) dy dx dy 

where kx, ky and kxy denote the curvatures and twist of the 
middle surface of the shallow shell. 
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Introduction 

In spite of the presence of the polygenetic force, some non-
conservative systems lose their stability by divergence. When 
buckled, they assume a nontrivial equilibrium configuration. 
The Pfluger column (Pfluger, 1964; Leipholz, 1970) is such a 
system. Stability of a nonconservative system of the 
divergence type can be studied from a consideration of static 
equilibrium. The buckling load can be estimated with the use 
of the Galerkin method or the generalized Rayleigh quotient. 

This paper shows that a simply supported column which is 
under the action of a distributed tangential follower force can 
be treated like a self-adjoint system, with the buckling load 
determined via the upperbound principle. Such a column in­
cludes the Pfluger column as a special case. A variational 
method is presented, in which a functional and a Rayleigh 
quotient are formulated in terms of the bending moment 
rather than the deflection of the column. The functional and 
the Rayleigh quotient can be evaluated by using the Ritz 
method. A better estimate of the buckling load, however, can 
be obtained by means of the Schmidt technique (Schmidt, 
1982 and 1983; Bert, 1984). 

The Governing Differential Equation 

The lateral deflection w(x) of a column which is subjected 
to a distributed tangential follower force and is simply sup­
ported at both ends satisfies the differential equation 

„ d*w „ tPw 
EI-T-r- + qf{x)—r?r- = Q, 

dx4 dx2 x e[0,L] (1) 

and the boundary conditions: w = d2w/dx2 = 0 at x = 0 and 
x = L. EI is the flexural rigidity of the column, q is the intensi­
ty of the follower force, and f(x), a positive function, defines 
the distribution of the polygenetic force. For a uniform 
distribution, f(x) = L —x, L being the length of the column. 

With EI d2w/dx2 = —M, the bending moment in the col­
umn, and z = 1 -x/L, equation (1) and the boundary condi­
tions are rewritten as 

M"+pg(z)M=0, (2) 

and Af(0) = M(l) = 0, 

where M" = d2M/dz2 andp = qL3/EI. 
Equat ion (2) in M i s self-adjoint, whereas equation (1) in w 

is not . In the ensuing analysis, equation (2) is to be considered. 

Variational Method for the Buckling Load 

A functional H is chosen for equation (2) in the form of 

H= \ [(M'f-pgMPWz. 
Jo 

(3) 

A Rayleigh quotient for the buckling load is formulated from 
equation (3) as 

Pcr=\j(M')2dz/\jgM1dz 

= inf. [J(v')2cfe/jgv2cfe], (4) 

where y(z) is an admissible function which possesses a first 
derivative and satisfies the boundary conditionsy(0) = y(\) = 
0. His positive definite whenp<p„ . Furthermore, if p<p„, 
when H approaches zero it implies that M and M' also ap­
proach zero. 

H is stationary in the neighborhood of the eigenfunction 
because 

— - b H = M'bM\ ~[(M" +pgM)&Mdz = 0, (5) 

in view of the boundary conditions and the differential equa-
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tion. Likewise, the Rayleigh quotient is also stationary in the 
neighborhood of the eigenfunction because of the stationary 
property of the functional. 

As can be seen, the preceding variational formulation is the 
same as that for a self-adjoint system. The Rayleigh quotient 
can be evaluated by using the Ritz method to yield an upper-
bound estimate of the buckling load. However, the Schmidt 
technique can be used to obtain a better estimate. In the 
Schmidt technqiue, the coordinate function contains terms 
with nonintegral powers. These powers are not predetermined 
but are treated as variables to be optimized. Because such 
coordinate functions include polynomials as a special case and 
the nonintegral powers are determined as a result of optimiza­
tion, naturally the Schmidt technique would yield a better 
estimate of the eigenvalue than the Ritz method. 

To apply the Schmidt technique, the static deflected shape 
of a transversally loaded simply supported beam is chosen as 
the coordinate function. In this regard, the Schmidt technique 
may be viewed as being equivalent to the determination of the 
optimum transverse loading that optimizes the functional HOT 
the Rayleigh quotient. 

Examples 
For illustration of the method, consider the Pfluger column 

and the Hauger problem where the tangential force varies in a 
linear fashion, that is, f(x) = 1/2 (L—x)2. 

The coordinate function which approximates the bending 
moment is assumed to be in the form of 

y{z)=z-zr, (6) 

where r>2 is a power to be determined so as to minimize the 
buckling load. It is easy to show that equation (6) represents 
the bending moment of a simply supported beam under a 
transverse loading czr~2, c being a scale factor. 

(A) The Pfluger Column. In this case, g(z) = z. Substitu­
tion of the expression in equation (6) into equation (4) yields 

( r - 1 ) 2 

4 2r + 2 r+3 

The buckling load is obtained as the smallest value of the ex­
pression on the right-hand-side of equation (7), which is equal 
to 19.165 when r = 2.79016. This estimate of the buckling 
load is only 1.1 percent higher than the exact value of 18.957 
(see Appendix). A still better estimate is equal topc r = 19.148 
when the coordinate function is chosen as 

J , ( Z ) = Z 1 .0449_ Z 2 .79015 . ( 8 ) 

(B) The Hauger Problem. In this case, g(z) = Lz2/2. With 
use made of equation (6), the Rayleigh quotient yields 

2 ( r - l ) 2 

5 r + 4 2/-+3 

The smallest value of pcrL is found to be equal to 62.5 when r 
is equal to 3.5. This estimate is only 0.35 percent higher than 
the value of 62.28 given by Hauger. 

Conclusion 
The differential equation that governs the bending moment 

in a simply supported column which is subjected to a 
polygenetic force is self-adjoint. From this differential equa­
tion a functional and a Rayleigh quotient are formulated in 

terms of the bending moment. This allows the nonconser-
vative system to be treated like a self-adjoint system. It is also 
shown that a very good estimate of the buckling load can be 
obtained if the Rayleigh quotient is evaluated by means of the 
Schmidt technique. 
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A P P E N D I X 
The exact solution of the buckling load of the Pfluger col­

umn is given here. With g(z) = z, equation (2) is a Bessel dif­
ferential equation. Its solution is a linear combination of 
Bessel functions: 

M=z™ [AJ_m ( - | ^ 1 / 2 * 3 / 2 ) +BJU3 ( - | - P 1 / 2 ^ 2 ) ] , 

where A and B are arbitrary constants, and J„ (z) are Bessel 
functions of order n. The above equation is widely known as 
the "Airy Integral." 

The boundary condition M(0) = 0 yields A = 0 because 

1/2 J ( 2 1/2 l/2\ 1 PZ3 , P1^ P3Z<> , 
Z JM-TP Z ) = 1—r + -[s6 12960-+ 

whereas 

1/2 T ( 2 1/2 3 / 2 \ A P? j_ P^6 P3Z9
 L \ 

The other boundary condition M(l) = 0 yields 

/,/3(-fp-)=o, 
assuming that B^Q otherwise the solution is trivial. 

The above equation is the characteristic equation from 
which the buckling load pcr is calculated. The first zero of 
•A/3 (z) = 0 is z = 2.90262. Therefore, the buckling load is 
found to be 

pcr = 18.957. 

Optimal Forms of Shallow Arches With 
Respect to Deflection 

R. H. Plaut1 and L. W. Johnson2 

Formulation 

We consider a shallow elastic arch with uniform cross sec­
tion. It is subjected to a uniformly distributed load of given in­
tensity, and its ends are either simply supported or clamped. 
The cross section, material, span, and length of the arch are 
specified. Our objective is the determination of the arch form 
which will minimize a measure of the deflection under the 
given load. 

A similar problem involving the central deflection of a 
simply supported arch was treated by Stadler (1977) using con-
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tion. Likewise, the Rayleigh quotient is also stationary in the 
neighborhood of the eigenfunction because of the stationary 
property of the functional. 

As can be seen, the preceding variational formulation is the 
same as that for a self-adjoint system. The Rayleigh quotient 
can be evaluated by using the Ritz method to yield an upper-
bound estimate of the buckling load. However, the Schmidt 
technique can be used to obtain a better estimate. In the 
Schmidt technqiue, the coordinate function contains terms 
with nonintegral powers. These powers are not predetermined 
but are treated as variables to be optimized. Because such 
coordinate functions include polynomials as a special case and 
the nonintegral powers are determined as a result of optimiza­
tion, naturally the Schmidt technique would yield a better 
estimate of the eigenvalue than the Ritz method. 

To apply the Schmidt technique, the static deflected shape 
of a transversally loaded simply supported beam is chosen as 
the coordinate function. In this regard, the Schmidt technique 
may be viewed as being equivalent to the determination of the 
optimum transverse loading that optimizes the functional HOT 
the Rayleigh quotient. 

Examples 
For illustration of the method, consider the Pfluger column 

and the Hauger problem where the tangential force varies in a 
linear fashion, that is, f(x) = 1/2 (L—x)2. 

The coordinate function which approximates the bending 
moment is assumed to be in the form of 

y{z)=z-zr, (6) 

where r>2 is a power to be determined so as to minimize the 
buckling load. It is easy to show that equation (6) represents 
the bending moment of a simply supported beam under a 
transverse loading czr~2, c being a scale factor. 

(A) The Pfluger Column. In this case, g(z) = z. Substitu­
tion of the expression in equation (6) into equation (4) yields 

( r - 1 ) 2 

4 2r + 2 r+3 

The buckling load is obtained as the smallest value of the ex­
pression on the right-hand-side of equation (7), which is equal 
to 19.165 when r = 2.79016. This estimate of the buckling 
load is only 1.1 percent higher than the exact value of 18.957 
(see Appendix). A still better estimate is equal topc r = 19.148 
when the coordinate function is chosen as 

J , ( Z ) = Z 1 .0449_ Z 2 .79015 . ( 8 ) 

(B) The Hauger Problem. In this case, g(z) = Lz2/2. With 
use made of equation (6), the Rayleigh quotient yields 

2 ( r - l ) 2 

5 r + 4 2/-+3 

The smallest value of pcrL is found to be equal to 62.5 when r 
is equal to 3.5. This estimate is only 0.35 percent higher than 
the value of 62.28 given by Hauger. 

Conclusion 
The differential equation that governs the bending moment 

in a simply supported column which is subjected to a 
polygenetic force is self-adjoint. From this differential equa­
tion a functional and a Rayleigh quotient are formulated in 

terms of the bending moment. This allows the nonconser-
vative system to be treated like a self-adjoint system. It is also 
shown that a very good estimate of the buckling load can be 
obtained if the Rayleigh quotient is evaluated by means of the 
Schmidt technique. 
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The other boundary condition M(l) = 0 yields 
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assuming that B^Q otherwise the solution is trivial. 

The above equation is the characteristic equation from 
which the buckling load pcr is calculated. The first zero of 
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found to be 
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Formulation 

We consider a shallow elastic arch with uniform cross sec­
tion. It is subjected to a uniformly distributed load of given in­
tensity, and its ends are either simply supported or clamped. 
The cross section, material, span, and length of the arch are 
specified. Our objective is the determination of the arch form 
which will minimize a measure of the deflection under the 
given load. 

A similar problem involving the central deflection of a 
simply supported arch was treated by Stadler (1977) using con-
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Fig. 1 Optimal arch forms (p = 10) 

trol theory. Here, the calculus of variations is utilized and the 
formulation is similar to that used by Plaut and Olhoff (1983) 
and Plaut (1983) for optimization with respect to vibration or 
stability. When the arch ends are clamped, we also find in the 
present results that the optimal forms have zero slope at the 
ends. 

The arch has cross-sectional area A, moment of inertia /, 
Young's modulus E, total arc length S, and span L. The 
horizontal coordinate is denoted X, with 0<X<L. The 
unloaded configuration of the arch is given by the vertical 
coordinate Y0(X), and the downward deflection under a 
uniformly distributed load Q is denoted W(X). We introduce 
the nondimensional quantities 

x = X/Ljra = Y0/{2r), w= W/(2r),q = QL4/(2EIr), 

r = 4Y7A, /32 = (S-L)AL/(27), (1) 

where (32 is an arch length parameter. 
The equilibrium equation is given by 

w "" (x) - aw " (x) = ayZ(x) - q (2) 

where the induced axial thrust a. is defined as 

a = 2^[(w'f+2w'y'0\dx. (3) 

The boundary conditions are w = w " = 0 at simply supported 
ends and w= w' = 0 at clamped ends. For shallow arches, the 
length parameter satisfies the equation 

j o ' {y'0Ydx = &\ (4) 

As an objective function, we adopt the deflection measure 

ML'H"' {5) 

wherep is an even, positive integer (Olhoff and Taylor, 1983). 
As p gets large, the function / approaches the maximum 
deflection of the arch. 

468/Vol. 53, JUNE 1986 

For given load intensity q, arch length parameter (32, and 
value of p in (5), we want to find the arch form y0 (x) that 
minimizes / subject to (2) and (4). Therefore, we define the 
functional 

£=\ wpdx-\ 4>[w"" -a(w" +yZ)+q]dx 
Jo Jo 

-n[\l {y'0?dx-p\ (6) 

where <j>(x) and \i are Lagrange multipliers. Stationarity of £ 
with respect to w leads to the adjoint equation 

</>"" (x) -<x<j>"{x) + 2ri[w" (x) +yZ(x)]=p[w(x)]P~l (7) 

where 

•q = l \ (w"+y^dx (8) 
Jo 

and 0 (x) satisfies the same boundary conditions as w(x). Sta­
tionarity of £ with respect to y'0 leads to the optimality 
condition 

liy'0{x)=r,w'(x)-((x/2W(x) (9) 

where a is defined in (3) and ij in (8). From (9), we note that 
y'B =0 at clamped ends. 

Results 
Equations (2), (7), and (9) are discretized using the finite 

difference method. Equation (9) is then solved at the mesh 
points using a quasi-Newton method. 

Optimal arch forms y0 (x) were computed for two combina­
tions of the arch length parameter /32 and the load intensity q: 
/?2 = 100, tf=l,000, and |82 = 900, q = 4,000. In the objective 
function/, defined in (5), values p = 2 and /?= 10 were used. 
The results, normalized by /3, are depicted in Fig. 1 for p= 10 
and the two sets of boundary conditions. The optimal form in 
Fig. 1(a) is lower near the ends, and higher in the middle, than 
the form in Fig. 1(b). The same is true for Fig. 1(c) in relation 
to Fig. 1(d). In comparison to the value of the objective func­
tion/for a corresponding circular arch, the value of the objec­
tive function/for the optimal forms in Fig. \(a)-(d) is lower 
by 11 percent, 19 percent, 32 percent, and 26 percent, 
respectively. 

For the case/? = 2, the optimal forms are almost identical to 
those fo rp= 10. They tend to be slightly lower near the ends, 
and higher in the middle, than the forms in Fig. 1. The 
decreases in the objective function for the results correspond­
ing to Fig. \(a)-(d) whenp = 2 are 3 percent, 5 percent, 23 per­
cent, and 19 percent, respectively, in comparison to a circular 
arch. 
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Vibration Analysis of a Rectangular Plate 
Resting on Line Supports by the Lagrange 
Multiplier-Fourier Expansion Approach 

Y. Narita1 

Introduction 
Although use of Lagrange multipliers in variational 

problems has been well known, its application to vibration 
analysis of elastic structural elements has received sparse treat­
ment after the pioneering works of Dowell (1971 and 1972). 
Recently, the Ritz-Lagrange multiplier method has been ex­
tensively used for vibrations of point supported flat plates 
(Narita, 1984 and 1985) and shallow shells (Narita and Leissa, 
1984), and it is noted that this approach yields quite accurate 
results for problems involving point supports. 

In the present note, an extension of this method is made to 
deal with vibration of plates resting on continuous line sup­
ports. For this purpose, the constraint equation is written as a 
line integral along the support and the Lagrange multiplier of 
a function of the line coordinates is expanded into the Fourier 
sine series. The resulting functional is then minimized with 
respect to coefficients both in a trial function and in the 
Fourier series. The analysis is applied in the numerical ex­
amples to determination of natural frequencies for square 
plates having partial line supports. Convergence of the 
method is demonstrated, and comparison with exact solutions 
is made for a special case. 

Analysis 
Consider the free transverse vibration of a flat plate resting 

on line supports of arbitrary location, as shown in Figure 1(a). 
The functional for the system may be written as 

F= U- T+ Js W(s)\(s)ds (1) 

where the maximum strain and kinetic energies stored in the 
plate are defined by U and T, respectively (Leissa, 1969). A 
constraint condition along the support is expressed as a line in­
tegral, where X is a Lagrange multiplier and Wis the quantity 
associated with deflection of the plate. Unlike the case of 
point supports, however, the present Lagrange multiplier is a 
function of the line coordinates and is, therefore, expanded in­
to the Fourier (sine) series as 

MS): 
1 = 1 { 

(2) 

where the C, are Fourier coefficients and I is the length of the 
support. For a trial function denoting deflection of the un­
constrained plate, it is convenient to use double power series 
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Fig. 1 (a) Rectangular plate resting on continuous line supports, (b) 
numerical example 

^(^)= £ E^m^y (3) 

Equations (2) and (3) are substituted into equation (1), and the 
functional is minimized with respect to coefficients Amn and 
Fourier coefficients C, in the Ritz minimizing process. This 
procedure yields a frequency equation in the coefficients [Amn 

C,), the eigenvalues of which are frequency parameters for 
the plate. 

Numerical Examples and Discussions 
Figure 1(b) illustrates a numerical example a square plate 

supported on a pair of partial straight lines. Because of the 
two-fold symmetry of the plate, four types of vibration modes 
exist: SS, SA, AS, AA modes (S: symmetric, A: antisym­
metric), and in the frequency equation m and n take on odd or 
even integer values, depending upon the mode in question. For 
example, for the SA mode the mode shape is symmetric about 
the y axis and antisymmetric about the x axis, with m = 0, 2, 
4, . . . and n = 1,3,5. . . . The constraints are placed only in 
the first quarter plane to express the complete support shape. 
The frequency parameter is defined by fi = wa2(ph/D)'A (o>: 
natural radian frequency, p: mass density per unit volume, D 

Table 1 Convergence of frequency parameters 0 with the number of Fourier 
terms(Y = ci = 0.8,7MXn = 7 x 7 , p = 0.3) 

/ . 

'4 

5 

6 

J 

SS-1 

14.811 

14.900 

14.940 

14.944 

SS-2 
44.832 

46.190 

46.760 

46.782 

Mode 

SA-\ 
23.445 

23.868 

24.032 

24.038 

A S - 1 

57.125 

57.635 

57.866 

57.899 

AA-l 

66.974 

68.215 

68.676 

68.731 
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Fig. 2 Variation of frequency parameters with distance of a pair of par­
tial line supports (6 = 0.6) 

= Eh3/12(1-v2): flexural rigidity, E: Young's modulus, v. 
Poisson's ratio). 

Table 1 presents a convergence study with the number of 
Fourier terms / i n the case of internal supports (7 = 5 = 0.8). 
As more Fourier terms are used, the frequency values tend to 
converge, yielding accurate values, e.g., at / = 7. These lowest 
five frequencies are calculated for the fixed number of m - n 
= 7, which are sufficiently converged in m and n (Narita, 
1984). Furthermore, the present results were compared to 
exact values (Leissa, 1973) for a special case of the two op­
posite edges simply supported (7 = 5 = 1 ) , and agreement was 
found to five significant figures. 

In Figure 2, the variation of frequencies is illustrated for the 
example as a function of the support distance 7. The length of 
the supports is taken as <5 = 0.6. It is seen here that each fre­
quency curve for the SS-l, 2, and SA-l mode has a peak 
around 7 = 0.55, while the frequency peaks of the AS-1 and 
.4,4-1 mode are found around 7 = 0.75. Apparently, there 
exists an optimal distance of the two line supports for each 
mode, which causes the natural frequency to be a maximum 
value. 

The present method may be used to analyze the problem of 
mixed boundary conditions simply by locating supports along 
parts of the edges. One also notes that the clamping support 
can be introduced by using an additional constraint in 
rotation. 
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A Note on the Propagation of Finite 
Amplitude Shear Waves in a Hyperelastic 
Solid 

J. B. Haddow1 and R. J. Tait2 

Currie and Hayes (1969) have shown that, for hyperelastic 
Hadamard solids, two finite amplitude transverse waves 
without coupled longitudinal waves can propagate in every 
direction when the material is homogeneously deformed. We 
show that there is a class of strain energy function for com­
pressible solids which admit the propagation of finite 
amplitude plane transverse waves without coupled 
longitudinal waves in an undeformed medium. The 
hyperelastic Hadamard material is a subclass of this class. 
Another subclass also admits the propagation of finite 
amplitude telescopic shear waves without coupled longitudinal 
waves in an undeformed material. 

Plane Shear Waves 
The position vector of a material point at time t is given by 

x(X,t), where X is the position vector at t = 0 when the 
material is in the unstrained reference configuration. The 
components of x and X, referred to the same rectangular 
Cartesian coordinate system are denoted by xt and Xh respec­
tively, with /= 1,2,3. 

The isochoric deformation field for propagation in the Xl 

direction of a plane shear wave, polarized in the X} direction, 
is 

xl=Xi,x2=X2,x3=X3 + w(Xl,t), (1) 

and the physical components of the deformation gradient ten­
sor F and the left Cauchy Green tensor B are given by 

ri 0 0" 
0 1 0 

\K 0 l j 
, [B] = 

where K(xx,t) = dw(x{,t)/dx{. 
The strain energy function per unit volume of the 

undeformed reference configuration may be expressed as a 
function W(IX ,I2,I3) of the basic invariants of B, which are 

Il=I2 = 3+K2,I3 = l, (3) 

for the deformation field (1), and the Cauchy stress is given 
(Atkin and Fox, 1980) by 

a = 2I3
W2{(I2W2+I3W3)I+fV1B-I3W2B-i}, (4) 

where Wt r=dW/dIt (/= 1,2,3), and I is the unit tensor. 
Nonzero components of stress obtained from equations (2), 

(3), and (4) are 

o-„ =2{ Wl+2W2 + W3], a22=2{(2 + K2)W2 + W3 + WX\, 

o3i=2{(2 + K2)W2+Wi+Wl(l+K2)}, au=2(Wl + W2)K, 

(5) 
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Table 1 presents a convergence study with the number of 
Fourier terms / i n the case of internal supports (7 = 5 = 0.8). 
As more Fourier terms are used, the frequency values tend to 
converge, yielding accurate values, e.g., at / = 7. These lowest 
five frequencies are calculated for the fixed number of m - n 
= 7, which are sufficiently converged in m and n (Narita, 
1984). Furthermore, the present results were compared to 
exact values (Leissa, 1973) for a special case of the two op­
posite edges simply supported (7 = 5 = 1 ) , and agreement was 
found to five significant figures. 

In Figure 2, the variation of frequencies is illustrated for the 
example as a function of the support distance 7. The length of 
the supports is taken as <5 = 0.6. It is seen here that each fre­
quency curve for the SS-l, 2, and SA-l mode has a peak 
around 7 = 0.55, while the frequency peaks of the AS-1 and 
.4,4-1 mode are found around 7 = 0.75. Apparently, there 
exists an optimal distance of the two line supports for each 
mode, which causes the natural frequency to be a maximum 
value. 

The present method may be used to analyze the problem of 
mixed boundary conditions simply by locating supports along 
parts of the edges. One also notes that the clamping support 
can be introduced by using an additional constraint in 
rotation. 

References 

Dowell, E. H., 1971, "Free Vibrations of a Linear Structure with Arbitrary 
Support Conditions," ASME JOURNAL OF APPLIED MECHANICS, Vol. 38, pp. 
595-600. 

Dowell,. E. H., 1972, "Free Vibrations of an Arbitrary Structure in Terms of 
Component Modes," ASME JOURNAL OF APPLIED MECHANICS, Vol. 39, pp. 
727-731. 

Leissa, A. W., 1969, Vibration of Plates, U.S. Government Printing Office, 
Washington, D.C. 

Leissa, A. W., 1973, "The Free Vibration of Rectangular Plates," Journal of 
Sound and Vibration, Vol. 31, pp. 257-293. 

Narita, Y., 1984, "Note on Vibrations of Point Supported Rectangular 
Plates," Journal of Sound and Vibration, Vol. 93, pp. 593-597. 

Narita, Y., 1985, "Free Vibration of Polar-Orthotropic Sector Plates Resting 
on Point Supports," ASME Journal of Vibration, Acoustics, Stress and 
Reliability in Design, Vol. 107, pp. 334-338. 

Narita, Y., and Leissa, A. W., 1984, "Vibrations of Corner Point Supported 
Shallow Shells of Rectangular Planform," Earthquake Engineering and Struc­
tural Dynamics, Vol. 12, pp. 651-661. 

A Note on the Propagation of Finite 
Amplitude Shear Waves in a Hyperelastic 
Solid 

J. B. Haddow1 and R. J. Tait2 

Currie and Hayes (1969) have shown that, for hyperelastic 
Hadamard solids, two finite amplitude transverse waves 
without coupled longitudinal waves can propagate in every 
direction when the material is homogeneously deformed. We 
show that there is a class of strain energy function for com­
pressible solids which admit the propagation of finite 
amplitude plane transverse waves without coupled 
longitudinal waves in an undeformed medium. The 
hyperelastic Hadamard material is a subclass of this class. 
Another subclass also admits the propagation of finite 
amplitude telescopic shear waves without coupled longitudinal 
waves in an undeformed material. 

Plane Shear Waves 
The position vector of a material point at time t is given by 

x(X,t), where X is the position vector at t = 0 when the 
material is in the unstrained reference configuration. The 
components of x and X, referred to the same rectangular 
Cartesian coordinate system are denoted by xt and Xh respec­
tively, with /= 1,2,3. 

The isochoric deformation field for propagation in the Xl 

direction of a plane shear wave, polarized in the X} direction, 
is 

xl=Xi,x2=X2,x3=X3 + w(Xl,t), (1) 

and the physical components of the deformation gradient ten­
sor F and the left Cauchy Green tensor B are given by 
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where K(xx,t) = dw(x{,t)/dx{. 
The strain energy function per unit volume of the 

undeformed reference configuration may be expressed as a 
function W(IX ,I2,I3) of the basic invariants of B, which are 

Il=I2 = 3+K2,I3 = l, (3) 

for the deformation field (1), and the Cauchy stress is given 
(Atkin and Fox, 1980) by 

a = 2I3
W2{(I2W2+I3W3)I+fV1B-I3W2B-i}, (4) 

where Wt r=dW/dIt (/= 1,2,3), and I is the unit tensor. 
Nonzero components of stress obtained from equations (2), 

(3), and (4) are 

o-„ =2{ Wl+2W2 + W3], a22=2{(2 + K2)W2 + W3 + WX\, 

o3i=2{(2 + K2)W2+Wi+Wl(l+K2)}, au=2(Wl + W2)K, 

(5) 
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where the 7, are given by equation (3), so that the Wt are either 
constants or functions of K2 and CT13 is an odd function of K. 

Since K = K(xi,f), the stresses (5) depend only on xx and /; 
consequently the nontrivial equations of motion 

dffn 

dx. 
= 0, 

9CT13 d2w 
(6) 

must be satisfied if the deformation field (1) is possible 
without body forces. Since we consider propagation into an 
undeformed region, equation (6), implies that ffn = 0 and it 
follows from equation (5)! that this condition is satisfied if 

Wx + 2W2+W3=0, (7) 

with the 7, given by equation (3). 
A class of strain energy function which satisfies (7) is 

W=p(Ii)F(Il-3) + q(I3)G(I2-3) 

+ r(73)77((7,-3), (72 -3)) + s(I3)^- (8) 

dG / 
+ 2 w ( 7 3 ) — + v(I3){-

977 

977 
- + 2-

dH 

~dI7 ) • 
(8) 

(9) 

where 

p(l) = g(l) = r(l) = 1, 5(1) = II(1) = v(l) = 0, 

p'(l) = g'(l) = r'(l) = 0, 

s ' ( l ) = « ' ( l ) = w ' ( l ) = - l , 
and a prime denotes differentiation with respect to the 
arguments. 

Strain energy functions of the class (8) admit the propaga­
tion of finite amplitude plane shear waves into an undeformed 
medium without coupled longitudinal waves provided <r13, 
given by equation (5)4, is a monotonically increasing function 
of K, so that the wave equation obtained from equations (5)4> 

(6) and K—dw/dxl is hyperbolic. This wave equation is non­
linear unless 77=0, 7^(7, - 3 ) = a, (7, - 3 ) and G ( 7 2 - 3 ) = 
o?2(72-3), where a, and a2 are constants. The linear wave 
equation 

dh 

dt2 - = n-
d2w 

to1" 

is then obtained, where £i = (a, + o?2)/2 is the shear modulus 
for infinitesimal deformation from the ground state. An ex­
ample of this is the hyperelastic Hadamard material 

W=a1(.I1-3) + a2(,I1-3) + h(I3). (10) 

Telescopic Shear Wave 
The coordinates of a material point referred to a system of 

cylindrical polar coordinates are denoted by (R,Q,Z) and 
(r,8,z) in the undeformed reference and spatial configurations, 
respectively, and the isochoric deformation field for propaga­
tion of a telescopic shear wave propagating in the R direction 
without a coupled longitudinal wave is 

r = R,8 = 6,z = w(R,t) + Z. (11) 

The physical components of the deformation gradient tensor 
and the left Cauchy Green tensor are again given by equations 
(2) and the invariants of B by equations (3), with K now given 
by K(r,f) = dw/dr. Nonzero components of stress are given by 
equations (5) with au, a22, a33, al3, replaced by ar, aB, oz and 
rrz with the usual notation for cylindrical polar components of 
stress. 

Since the stresses depend only on r and /, the nontrivial 
equations of motion 

do> or-(je drr Trz d w 
+ =o, — — + — = P — ^ T 

dr r dr r ar 

must be satisfied if the deformation field (11) is possible 
without body forces. Equation (12), is satisfied if ar = ae = 0 
and this condition is satisfied if the stresses given by equations 
(5), 2 are obtained from a strain energy function of the class 

W=p(I3)F(Il-3) + s(I3) 
dF 

~dL' 
(13) 

which is a subclass of class (8). In equation (13), p(I3) and 
S(73) satisfy the conditions (9). Strain energy functions of 
class (13) admit the propagation of finite amplitude telescopic 
shear waves into an undeformed medium without coupled 
longitudinal waves provided rrz, given by equation (5)4, is a 
monotonically increasing function of K, so that the wave 
equation obtained from equations (5)4, (12)2, and K is hyper­
bolic. This wave equation is linear if 77(7, - 3) = a, (7, - 3) 
where, as before, a, is constant. 

Concluding Remarks 
Blatz and Ko (1962) have proposed a class of strain energy 

function, for slightly compressible solids, which is similar in 
form to class (10) with 72 replaced by 72/73. Experimental data 
for s l ight ly compres s ib l e sol ids can be mod­
elled equally well by strain energy functions of class (10). In 
addition a strain energy function proposed earlier by Blatz 
(1960) is a special case of (10) with a2 = 0 and is also a special 
case of class (13). Further work needs to be done to determine 
if strain energy functions exist which admit uncoupled 
telescopic shear waves in a homogeneously deformed com­
pressible solid. 
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On the Effects of Nonlinear Elastic Foun­
dation on Free Vibration of Beams 

V. Birman1 

Introduction 
Nonlinear free vibration of simply supported elastic beams 

with fixed distance between pin-ends was studied by 
Woinowsky-Krieger (1950) and Burgreen (1951). The 
nonlinearity was due to the nonlinear stretching of the elastic 
curve. The solution was represented as a product of a time 
function and the sinusoidal vibrational mode corresponding to 
linear motion. A Galerkin procedure yielded the nonlinear dif­
ferential equation for the time function which was solved ex­
actly in terms of elliptic functions. The experiments of 
Burgreen (1951) and Ray and Bert (1969) confirmed the 
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where the 7, are given by equation (3), so that the Wt are either 
constants or functions of K2 and CT13 is an odd function of K. 

Since K = K(xi,f), the stresses (5) depend only on xx and /; 
consequently the nontrivial equations of motion 

dffn 
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= 0, 

9CT13 d2w 
(6) 

must be satisfied if the deformation field (1) is possible 
without body forces. Since we consider propagation into an 
undeformed region, equation (6), implies that ffn = 0 and it 
follows from equation (5)! that this condition is satisfied if 

Wx + 2W2+W3=0, (7) 

with the 7, given by equation (3). 
A class of strain energy function which satisfies (7) is 

W=p(Ii)F(Il-3) + q(I3)G(I2-3) 

+ r(73)77((7,-3), (72 -3)) + s(I3)^- (8) 
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p(l) = g(l) = r(l) = 1, 5(1) = II(1) = v(l) = 0, 

p'(l) = g'(l) = r'(l) = 0, 

s ' ( l ) = « ' ( l ) = w ' ( l ) = - l , 
and a prime denotes differentiation with respect to the 
arguments. 

Strain energy functions of the class (8) admit the propaga­
tion of finite amplitude plane shear waves into an undeformed 
medium without coupled longitudinal waves provided <r13, 
given by equation (5)4, is a monotonically increasing function 
of K, so that the wave equation obtained from equations (5)4> 
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is then obtained, where £i = (a, + o?2)/2 is the shear modulus 
for infinitesimal deformation from the ground state. An ex­
ample of this is the hyperelastic Hadamard material 

W=a1(.I1-3) + a2(,I1-3) + h(I3). (10) 

Telescopic Shear Wave 
The coordinates of a material point referred to a system of 

cylindrical polar coordinates are denoted by (R,Q,Z) and 
(r,8,z) in the undeformed reference and spatial configurations, 
respectively, and the isochoric deformation field for propaga­
tion of a telescopic shear wave propagating in the R direction 
without a coupled longitudinal wave is 

r = R,8 = 6,z = w(R,t) + Z. (11) 

The physical components of the deformation gradient tensor 
and the left Cauchy Green tensor are again given by equations 
(2) and the invariants of B by equations (3), with K now given 
by K(r,f) = dw/dr. Nonzero components of stress are given by 
equations (5) with au, a22, a33, al3, replaced by ar, aB, oz and 
rrz with the usual notation for cylindrical polar components of 
stress. 

Since the stresses depend only on r and /, the nontrivial 
equations of motion 

do> or-(je drr Trz d w 
+ =o, — — + — = P — ^ T 

dr r dr r ar 

must be satisfied if the deformation field (11) is possible 
without body forces. Equation (12), is satisfied if ar = ae = 0 
and this condition is satisfied if the stresses given by equations 
(5), 2 are obtained from a strain energy function of the class 

W=p(I3)F(Il-3) + s(I3) 
dF 

~dL' 
(13) 

which is a subclass of class (8). In equation (13), p(I3) and 
S(73) satisfy the conditions (9). Strain energy functions of 
class (13) admit the propagation of finite amplitude telescopic 
shear waves into an undeformed medium without coupled 
longitudinal waves provided rrz, given by equation (5)4, is a 
monotonically increasing function of K, so that the wave 
equation obtained from equations (5)4, (12)2, and K is hyper­
bolic. This wave equation is linear if 77(7, - 3) = a, (7, - 3) 
where, as before, a, is constant. 

Concluding Remarks 
Blatz and Ko (1962) have proposed a class of strain energy 

function, for slightly compressible solids, which is similar in 
form to class (10) with 72 replaced by 72/73. Experimental data 
for s l ight ly compres s ib l e sol ids can be mod­
elled equally well by strain energy functions of class (10). In 
addition a strain energy function proposed earlier by Blatz 
(1960) is a special case of (10) with a2 = 0 and is also a special 
case of class (13). Further work needs to be done to determine 
if strain energy functions exist which admit uncoupled 
telescopic shear waves in a homogeneously deformed com­
pressible solid. 
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dation on Free Vibration of Beams 

V. Birman1 

Introduction 
Nonlinear free vibration of simply supported elastic beams 

with fixed distance between pin-ends was studied by 
Woinowsky-Krieger (1950) and Burgreen (1951). The 
nonlinearity was due to the nonlinear stretching of the elastic 
curve. The solution was represented as a product of a time 
function and the sinusoidal vibrational mode corresponding to 
linear motion. A Galerkin procedure yielded the nonlinear dif­
ferential equation for the time function which was solved ex­
actly in terms of elliptic functions. The experiments of 
Burgreen (1951) and Ray and Bert (1969) confirmed the 
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theoretical solutions. An approximate solution obtained by 
Rehfield (1973) by a perturbation procedure was also in com­
plete agreement with an asymptotic approximation of the 
solution given by Woinowsky-Krieger (1950) and Burgreen 
(1951). The influence of initial imperfections on nonlinear free 
motion of simply supported beams was investigated by 
Elishakoff et al. (1985). 

Buckling of structures on a nonlinear elastic foundation was 
considered by Reissner (1970, 1971), Keener (1974), and Hui 
and Hansen (1980a). The probabilistic approach to the stabil­
ity of such structures is discussed by Elishakoff (1979, 1985). 

In this paper we consider the nonlinear free vibration of 
statically compressed hinged beams supported by a nonlinear 
cubic elastic foundation. Contrary to the previous works the 
ends are not necessarily restricted in the axial direction. 

Analysis 
Consider a simply supported beam on the nonlinear elastic 

foundation subjected to a constant compressive force P0. The 
reaction of the foundation per unit length is 

R(y)=K{y±K^ (1) 

where Kl and K3 are the foundation constants. The positive 
nonlinear term in (1) corresponds to a hardening foundation. 
The softening foundation is represented by (1) with a negative 
nonlinear term. The equation of motion is 

[ AE fL ~\ 

Po-u-^j-\a (y')2dx\y"+Kly±K3y
i=0 (2) 

where the axial stretching term contributes to nonlinearity 
(Woinowsky-Krieger-, 1950). 

In (2) n is the mass of the beam per unit length, EI is the 
bending stiffness, A is the cross sectional area and L is the 
length of the beam. The coefficient u represents the restraint 
of the beam ends in the axial direction. The unrestrained beam 
corresponds to u = 0; in this case the only nonlinear effect is 
due to elastic foundation. If « = 1 the distance between the 
ends is fixed and the additional nonlinearity is due to the 
stretching. Equation (2) corresponds to the accuracy accepted 
in the previously cited references. Note that a more complete 
formulation can be derived based on the paper by Hui and 
Hansen (1980 b). 

Following the standard procedure, the motion is 
represented by 

2.0 
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Fig. 1 Influence of nonlinear foundation on frequencies ((>-,= 1.0, 
u = 0, n = 1) 
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Fig. 2 Influence of end restraint on frequencies (n1 = 1.0, n3 = 20,000, 
s = 50,000, Fm a x = 0.01, n = 1) 

y=f(t)sm- (3) 

The substitution of (3) into (2) and the Galerkin procedure 
yield the equation which can be represented in the nondimen-
sional form 

d2F 1 .. ^ . _ us±n-i 

dr2 - + ^r(l-P+n,)F+-

where 

F=f/L 

0) = u/uo 

5-^=0 

T=0)t 

P = P0/P„ 

(4) 

/ « 7 T \ 4 EI 
Prr 'H£)'EI 

K, 
n, =- «,= 

^ 0 

3K3L
2 

4/ia>0
2 

AL2 

(5)-

Multiplication of (4) by dF and integration give 

O' -(l-P + n^F2-
1 

2o> 
_2 (us±n3)F

4 + C (6) 

where C is a constant determined from the condition that the 
velocity corresponding to the maximum displacement Fmax is 
zero. Introducing the ratio 

£=F/F 
s x ' J max 

and substituting the value of C into (6), we obtain 

(7) 

dr 
- ^ [ ( l - P + n 1 ) ( l -S 2 ) + Y(MS±/i 3XFm„ 2 ( l -£ 4 ) ] / i (8) 

The solution of equations similar to (8) is an elliptic func­
tion (Woinowsky-Krieger, 1950). Note that the restoring force 
in (8) is an odd function of displacements. Therefore, a 
quarter of the period of vibration corresponds to the motion 
from J = 0 to £ = 1. If the initial time T = 0 is chosen so that 
£(0) = 0, the nondimensional period is 

T=4u[l-P+nl + V2(us±n3)Fmax
2]-'AK(m) (9) 

where K(m) is a complete elliptic integral of the first kind 
(Abramovitz and Stegun, 1964), and 

(us±n-i)Fm 

2(l-P + ni) + (.us±n})Fm 
(10) 

If the parameter m is negative, the complete elliptic integral is 
calculated (Abramovitz and Stegun, 1964): 
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K{m)=(\+ \m\)-'AK{\m\/{\+ \m\) (11) 

The period of linear vibrations of the beam without an elastic 
foundation and the compressive force, obtained in terms of 
nondimensional time from (4) or (9), is 2 TTU. Therefore, 

a = - ^ n -P + nt +—(us±n,)FmJ]*[K(m)]^ (12) 

The influence of a hardening elastic foundation on the fre­
quencies of the beam with the ends free to move in the axial 

direction is shown in Fig. 1. When the parameter n3 

Fm„2 (which characterizes the cubic hardening nonlinearity) 
increases, the frequencies increase as well. Compressive forces 
decrease the frequency of motion. The effect of the restraint in 
the axial direction is illustrated in Fig. 2 where the order of the 
coefficient s is typical for slender beams. The axial restraint in­
creasing the stiffness of the beam is shown to increase the fre­
quencies of vibration. 
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tion of infinitesimal deformation we assume a « i ? , where R is 
the smaller of the radii of curvature of the Sa. Then, provided 
attention is restricted to the neighborhood of the contact line, 
the Sa can be approximated by half-planes. Therefore, if the 
Sa are cylindrically orthotropic (Lekhnitskii, 1981), it is con­
sistent to assume uniform rectilinear orthotropy. For the plane 
problem we adopt the notation of Pipkin (1979): 

/ du dv \ 

G = Aar 

dx x 
- BOyy , G -

dv 
(1) 

The coefficients in (1) can be expressed in terms of the usual 
engineering constants for plane stress and plane strain 
(Christensen, 1979). Eliminating u and v results in 

d*Y dAy d4y 

where x is the Airy function defined by the relations 
axx = Gd2

x/dy2, o-yy = Gd2x/dx2, and axy = - Gd2
X/dxdy. A 

solution of the form x(x + «y) exists for constant fi provided 

H2= --¥- [1±(1-4AC/D2)'A]. 

We require the undeformed material to be stable against 
kinematically admissible small displacements. Hence the plane 
displacement equations of equilibrium are strongly elliptic. 
Following Hill (1979) it can then be shown that the roots ix are 
complex. We denote these by X= IXIe"3, 7 = - \\\e~'®, X, 7 
and take Im\>Q without loss of generality. 
For (x, y) €Sa we find 

x=Re[/a(ia)+g„K)]; L=x+Ky> <»a=x+y«y 
axx/Ga = Re[Xy*(f„) + T & « ( « « ) ] (2) 

2(o-„ - hxy)/Ga = (1 + A J / ^ f J + (1 - K)ma) 

+ (1 + r a ) g > „ ) + (1 - r„) |»(«„); A„ - JXB, r a - iya 

where/ t t(fa), g a (w j are holomorphic for (x, y)eSa and S{, S2 

have different elastic constants in general. Substituting (2) into 
(1) and making use of properties of the roots X and 7 leads to 
the displacements 

w = R e [ ( K a - l ) ^ K ) - / c , X G " a ) ] . 

v = Re[(«a - l)Xj'a(L) - « J ^ a ( " « ) ] ; 
KamBa-Aa\l=Ba-Ca/y

1
a, 

l-Ka=Ba-Aay
2
x=Ba-Ca/\

2
a (3) 

apart from rigid-body terms. Define functions ha(z), ka(z) by 

2ha(z)/Ga - (1 + Aa)fa(z) + (1 + r„)g„(z), 

2ka(z)/Ga - (1 - AJfa(z) + (1 - ra)g„(z); z = x+iy. 

The Plane Problem of Orthotropic Elastic 
Contact 

D. J. Steigmann1 

Consider symmetric frictionless contact of circular regions 
Sa(a= 1,2) (Fig. 1) over -a<x<a, where "a" is determined 
by the contact force per unit length F. In light of the assump-
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The period of linear vibrations of the beam without an elastic 
foundation and the compressive force, obtained in terms of 
nondimensional time from (4) or (9), is 2 TTU. Therefore, 
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The influence of a hardening elastic foundation on the fre­
quencies of the beam with the ends free to move in the axial 

direction is shown in Fig. 1. When the parameter n3 

Fm„2 (which characterizes the cubic hardening nonlinearity) 
increases, the frequencies increase as well. Compressive forces 
decrease the frequency of motion. The effect of the restraint in 
the axial direction is illustrated in Fig. 2 where the order of the 
coefficient s is typical for slender beams. The axial restraint in­
creasing the stiffness of the beam is shown to increase the fre­
quencies of vibration. 
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tion of infinitesimal deformation we assume a « i ? , where R is 
the smaller of the radii of curvature of the Sa. Then, provided 
attention is restricted to the neighborhood of the contact line, 
the Sa can be approximated by half-planes. Therefore, if the 
Sa are cylindrically orthotropic (Lekhnitskii, 1981), it is con­
sistent to assume uniform rectilinear orthotropy. For the plane 
problem we adopt the notation of Pipkin (1979): 

/ du dv \ 

G = Aar 

dx x 
- BOyy , G -

dv 
(1) 

The coefficients in (1) can be expressed in terms of the usual 
engineering constants for plane stress and plane strain 
(Christensen, 1979). Eliminating u and v results in 

d*Y dAy d4y 

where x is the Airy function defined by the relations 
axx = Gd2

x/dy2, o-yy = Gd2x/dx2, and axy = - Gd2
X/dxdy. A 

solution of the form x(x + «y) exists for constant fi provided 

H2= --¥- [1±(1-4AC/D2)'A]. 

We require the undeformed material to be stable against 
kinematically admissible small displacements. Hence the plane 
displacement equations of equilibrium are strongly elliptic. 
Following Hill (1979) it can then be shown that the roots ix are 
complex. We denote these by X= IXIe"3, 7 = - \\\e~'®, X, 7 
and take Im\>Q without loss of generality. 
For (x, y) €Sa we find 

x=Re[/a(ia)+g„K)]; L=x+Ky> <»a=x+y«y 
axx/Ga = Re[Xy*(f„) + T & « ( « « ) ] (2) 

2(o-„ - hxy)/Ga = (1 + A J / ^ f J + (1 - K)ma) 

+ (1 + r a ) g > „ ) + (1 - r„) |»(«„); A„ - JXB, r a - iya 

where/ t t(fa), g a (w j are holomorphic for (x, y)eSa and S{, S2 

have different elastic constants in general. Substituting (2) into 
(1) and making use of properties of the roots X and 7 leads to 
the displacements 

w = R e [ ( K a - l ) ^ K ) - / c , X G " a ) ] . 

v = Re[(«a - l)Xj'a(L) - « J ^ a ( " « ) ] ; 
KamBa-Aa\l=Ba-Ca/y

1
a, 

l-Ka=Ba-Aay
2
x=Ba-Ca/\

2
a (3) 

apart from rigid-body terms. Define functions ha(z), ka(z) by 

2ha(z)/Ga - (1 + Aa)fa(z) + (1 + r„)g„(z), 

2ka(z)/Ga - (1 - AJfa(z) + (1 - ra)g„(z); z = x+iy. 

The Plane Problem of Orthotropic Elastic 
Contact 

D. J. Steigmann1 

Consider symmetric frictionless contact of circular regions 
Sa(a= 1,2) (Fig. 1) over -a<x<a, where "a" is determined 
by the contact force per unit length F. In light of the assump-
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Then 

Ga(A„-rH)/a(z) = (i-r„)A0fe)-(i + ra)*afe), 
Ga(Aa-ra)ga(z) = (l+AJka(z)-(l-Aa)ha(z). (4) 

Substituting into (2c) and its conjugate and evaluating the 
resulting expressions in the limit y—0 + leads to the conclusion 
that the condition of frictionless contact (axy(x, y = 0) = 0) is 
satisfied by the choice 

K(z) = hjz) (5) 

while 

ffyytx. y = 0)= lh'{(x)] + + [hftc)\ _ = [h{(x)] _ + [fax)] + , 

where subscripts + , - correspond to the limits y = 0±. The 
functions ha(z) are defined and holomorphic for ziSa. Define 
the continuations ht(z) = -h{(z) for y<0 and h2(z) = -h2(z) 
for ^ > 0 . Then 

M*) = -hl(z),y>0; h2(z) = -h2(z),y<0 (6) 

and 

<,„&, y = 0) = [h[\x)] + - [/?,"(*)] _ = [h2\x)] _ - lh2"(x)} + . (7) 

Thus K(z) are continuous across y = 0, lx\ >a and [h"(x) + 
h2{x)\ +=[h "(x) + h2(x)\ _, - co < x < oo. Then the conditions 
ffaj3— 0 as Izl — co and Liouville's theorem (Carrier et al., 
1966) require h2{z)= -h^z). 

Let v + (x), v _ (x) be the limits of v(x, y) as y—•0 ± in S,, S2. 
Then (3)-(6) lead to the Hilbert problem 

i f {x) = (JV, + N2) {[h ,"(*)] + + [h ,"(*)] _ ) 

where 

/(*) = v + (x) - v_ (x), Na m - IX J 2JmKa/(GaReXa). 

The solution which complies with (6a) is (Muskhelishvili, 
1953) 

/ r /'(x)V(a2-JC2) 

where 

h"i.zY-
-a2)\-2TC(N^+N2)S1(Z2- a2) J-a 

iP 

x-z 
dx 

+ V(z -a2) 

where P is a real constant and the branch cut is the arc y = 0, 
I x I < a. If y = / ± (x) are the equations of the boundaries of Si, 
S2 before d e f o r m a t i o n then for 1*1 < a , f+(x) + 
w+(*)=/ - (*)+«-(*) and / ( * ) = / _ ( * ) - / + ( * ) . If the Sa 

are circular regions of radii Ra then f'{x)s-x(Rl+R2)/ 
Rx R2 and 

h"{z) = - iQ\z-{z2 - a2/2)N(z2 - a2)] + iPN{z2 - a2); 

Q - * ' + * 2 • (8) 
2RlR2(Nl+N2) 

Boundedness of aa|8 at z = ± a requires ,P+Qa2 /2 = 0. Then 
(7) gives a^(x, j) = 0) = 4 / V ( f l 2 - f ) / « 2 , l#l<ff, and the 
equilibrium condition 

yields 

F = - \ <jyy(x,y = 0)dx 
J -a 

P = -F /2 i r , a2=F/irQ. (9) 

From (8), (9) we find the stress functions 

Miz) = - ^ ' f e ) = - ^ - ( V f e 2 - a 2 ) - z ) ; 

Re/iftz) = -ReA2"(z) = — T (y- A(z)sin6(z)), (10) 

Imh{'(z) -ImhRzY- (A(z)cos5(z)-x) 

25(z) = tan ' - + tan~ 
x + a 

-, A ( z )= l z 2 - a 2 l ! 

(11) 

l z 2 - a 2 l = l(x2-y2-a2)2 + (2xy)2YA,x=Rez,y^Imz. 

We note that (10) has the same form as the stress function for 
the isotropic problem. A similar result was found by Chen 
(1969) in an application of the analysis of Green and Zerna 
(1968) to the problem of indentation of a half-space by a rigid 
punch. 

From (2), (4), (5), (10) and (11) we find the stresses for 
(x,y)ZSa: 

(ReXa/1 X„ 12)oxx = (ReX„)Re[/i„'(ra) + *„"(«„)] 

+ (Imha)Im[K(<j>a) - K(U) 

(ReXa)ffw, = (ReXJRe[/2" *(L) + KM) 

- (Im\a)ImlK(oa) - K(D) 

(ReXa/1 Xa 1
2)axy = Re[/ia*(«„) - A„*(f„)]; (12) 

Ke^a=x+yRe\a, Reo>a=x-yRe\a, Im^a=Imo>a=yIm\a. 

To find displacements we impose the conditions u = 0 at x = 0, 
y = 0± and v+(0)- y_(0)=/(0) = 0 (e.g., y+(0) = 0). Then 
(3)-(5) and (10) lead to the results 

(2G„ReX> = CRe(7„Kn))Re[0„(f„) + ««(«„) - F | 

+ (Im(yaKa))Im[<t>a(coa) - <t>atfJ) 

(2GaReXa/1 Xa 1
2)v= (Rejca)Re[«n(«„) - 0„(f„)] 

+ 

where 

(/««„) ( ( - ) " — l 0§«2 - ^ [ * „ ( f a ) + * a K ) l j 

iF 
01 (z) = - *2fc) = — r z^k2 ~a2)-z) 

•KW 

iF 

•K 

log (z + V(z 2 -« 2 ) ) , 

F r 
Re^, (z) = - Re02(z) = — 5 - Ixy - A(z)(*sin5(z) 

+ycos5(z)) + a2 tan »( — ——) , 
V x+A(z)cos8(z) /J 

(14) 

Im<t>i (z) = - Im<t>2(z) = [y2 -x2 + A(z)(xcos5(z) -.ysin5(z)) 

- a2log[(x + A(z)cos5(z))2 + O + A(z)sin5(z))2 
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Asymmetric Buckling of Ring Stiffened Cir­
cular Plates 

J. N. Rossettos1'3 and G. Yang23 

Introduction 

The symmetric buckling of a circular plate which is stiffened 
by a single concentric ring was studied by Rossettos and Miller 
(1984). It was shown how the buckling load was dependent on 
the ring radius, rx, and the parameter a = EI/aD, which is a 
measure of the ring stiffness relative to that of the plate. The 
quantity, / , is the moment of inertia of the ring cross section 
about the plate midsurface, while a and D are the plate radius 
and bending stiffness, respectively. It is noted that a can be in­
creased by either increasing / or decreasing the plate thickness 
(and therefore, D). It was shown by Yang (1984) that for suffi­
ciently large values of a, asymmetric buckling can occur. The 
present note treats the asymmetric buckling problem, and in­
dicates a coalescence of the lowest symmetric and asymmetric 
mode eigenvalues for certian values of a, /•,, and the 
parameter /? = GJ/EI which involves the ring torsional 
stiffness. 

Analysis 

The governing differential equation for the deflection, w, is 
given by 

V4w+(/V r/Z>)V2w = 0 (1) 

where 

V2 = d2/dr2 + d/rdr + d2/r2dd2 

The general solutions which are valid in the two plate regions 
separated by the ring are 

w(r, 6) = [Qr" + C2J„ (Xr)] cos nd 

( 0 < r < r , ) (2) 

w(r, 6) = [C3r" + CAr~n + C5J„(\r) 

+ C6Y„(\r)] cos nd ( f ,< / '<« ) (3) 

where n = 1, 2, . . . , and X2 = Nr/D. Equation (1) assumes 
that the state of stress in the primary state is constant and 
given by Nrr = Neg = Nr, N^ = 0, so that any r dependence 
of the stress resultants in the annular region, in cases where the 
ring extensional stiffness is different from that of the plate, is 
not considered. 

The constants C{, C2, . . . C6 can be accomodated by two 
boundary conditions at the outer edge of the plate and four 
continuity conditions at the ring. It turns out that the first an­
tisymmetric mode (n — 1) gives the lowest critical load, and 
separation of variables can be carried out by w(r, 6) = W(r) 
cos 6. The boundary conditions are then given as follows. 
For a clamped plate we have 
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Fig. 1 Buckling load parameter, N,a ID, versus nondimensional ring 
radius, r^la, for a = 6 and various values of ft clamped plate 
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Fig. 2 Buckling load parameter, Nra ID, versus nondimensional ring 
radius, r-|/a, for a = 6 and various values of /3; simply supported plate 
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W(a)=dW(a)/dr = 0 

and for a simply supported plate, we have 

W(a) =tP W(a)/dr2 + v\W(a)/a2 ~dW(a)/adr] = 0 

(4a, b) 

(5a, b) 
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Appropriate continuity or transition conditions at the ring are 
derived (Yang, 1984) as natural boundary conditions using a 
variational approach, where stationary values of w = Up + 
Ur — Fare sought. The plate bending energy, Up, is given by 
Timoshenko (1959). The ring energy, Un to be used for asym­
metric buckling, contains bending and twisting terms, while 
ring stretching and eccentricty effects have been neglected. 
Similar energy expressions have been employed extensively in 
the literature, such as the paper by McElman et al. (1966). Kis 
the work done by Nr. To obtain the continuity conditions, in­
tegration is carried out in the region from rf to /-,+ which also 
contains the ring, and by this device boundary terms at the so-
called cut edges (/f, /-,+ ) can be found by integration by parts. 
We have 

D f 2?r [ rt 
t / p = y j o Jr_ [(w,rr + w,r/r+w,ee/r

2)2 

- 2(1 - v) w„r (w,r/r + w,m/r2) 

+ 2(1 + v)(w,rS/r+w,e/r
2)2]rdrdd (6) 

EI f2" GJ r2ir 

Ur=—\ (w,M/r2)2rldd + —\ (w^/rrfr^O 
2 Jo 2 Jo 

(7) 
AT r2"" ft 

V=—-\ VWVwrdrdd (8) 
2 JO Jr f 

With w = W(r) cos 6, the operation ST = 0 is carried out. 
Then, by combining the integrated terms with the ring terms, 
the following transition conditions are obtained 

Did1 W/dr2 + v (dW/rdr- W/r2)]rl 

= (-GJ)/rj)dW(r1)/dr (9) 

D[cP W/d^+cP-W/rdr2 - (Nr + (3 - v)/r2)dW/dr 

+ (3 - v) W/r3]rl = {EI/r\) JV(rt) (10) 
r i 

Equations (9) and (10) together with the continuity of 
displacement and slope 

W(r\)=W{rt)<in&dW{ri)/dr = dW(rt)/dr (11a, b) 

yield the four additional conditions at the ring. It is noted that 
equations (lltf, b) allow simplification of equations (9) and 
(10) so that the last two terms on the left hand side of these 
equations vanish identically. 

Results and Discussion 

The conditions given by equations (9), (10), (11a, b), and 
either (4a, b) or (5a, b) lead to a characteristic determinant for 
asymmetric buckling (Yang, 1984). In Figs. 1 and 2 the buckl­
ing parameter, Nra

2/D, is plotted against rx/a for a given 
value of a and several values of 0. The symmetric buckling 
curve for the given a is also indicated. It is noted that for cer­
tain values of & the buckling loads for the lowest symmetric 
and anti-symmetric modes are equal (coalesce) at two distinct 
values of rt /a. Other values of a have been treated (Yang, 
1984) and coalescence occurs provided a is greater than 3.95 
for the clamped case and 4.85 for the simply supported case. 
In all the cases considered, coalescence will occur for suffi­
ciently small values of /3, in a range covering values up to 
about 0.2. Since /3 = GJ/EI, such values can be shown to be 
practical and will easily be obtained for typical open section 
rings for which / is much smaller than /. 
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Fracture Mechanics of Concrete: Material Characterization 
and Testing. Edited by A. Carpinteri and A. R. Ingraffea. 
Martinus Nijhoff Publishers, The Hague, 1984. 202 pages. 

REVIEWED BY Z. P. BAZANT1 

Concrete structures are normally full of cracks, more so 
than structures of any other material, and the typical mode of 
failure of concrete is fracture rather than plasticity. Yet, frac­
ture mechanics so far has not been introduced in standard 
specifications for concrete design. Its applicability has been 
doubted by concrete engineers, due to the fact that the linear 
elastic fracture mechanics was shown long ago to disagree with 
tests of brittle failures almost as much as the plastic limit 
analysis. Recent research, however, has shown that fracture 
mechanics formulations which take into account the nonlinear 
behavior in the fracture process zone and the distributed 
nature of cracking can be brought in good agreement with the 
test results. This has led in recent years to a tremendous surge 
of interest and intensification of research in the fracture 
mechanics of concrete. The present volume, which sum­
marizes the recent research results, is thus a very welcome ad­
dition to the literature. 

The book consists of six chapters. Chapter 1, written by G. 
C. Sih, deals with the mechanics of material damage in con­
crete, which is characterized chiefly by the material strain 
energy density function. Chapter 2, prepared by A. DiTom-
maso, discusses the evaluation of concrete fracture, its 
microscopic aspects as well as the consequences of cracking 
for stress-strain relations. Chapter 3, authored by S. Mindess, 
is the largest chapter which treats fracture testing of cement 
and concrete and discusses the physical phenomena involved 
in fracture, the rate of loading effects, notch sensitivity, the 
fracture toughness parameters and their measurement tech­
niques, and the effect of specimen size. A valuable aspect of 
this chapter is an extensive and detailed summary of the con­
crete fracture test data available in the literature. An excellent 
historical review, documented by a set of 175 references, is 
also given in this chapter. Chapter 4, written by S. P. Shah, 
analyzes the dependence of concrete fracture toughness on 
specimen geometry and composition. This chapter presents a 
lucid and thorough discussion of the resistance curves and 
their measurement techniques, proposes a theoretical model 
for the nonlinear fracture process zone, and gives many com­
parisons with test data. Fracture of fiber reinforced concrete is 
also discussed and a new model is presented. Chapter 5, by F. 
O. Slate and K. C. Hover, deals with microcracking in con­
crete, discussing the microscopic observations of microcracks 
as well as their effect on the properties of concrete, with par­
ticular attention to the differences between high strength and 
low strength concretes. Finally, Chapter 6, prepared by P. 
Jacquot, addresses the specialized field of interferometry 
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measurements in scattered coherent light, which has emerged 
as an important technique for observing the deformations in 
the cracking zones. Fracture analysis of structures and 
numerical calculations are not covered in the present volume, 
since they are treated in a subsequent companion volume writ­
ten by another set of experts under the editorship of G. C. Sih 
and A. DiTommaso. 

The book represents a collection of very valuable 
authoritative articles on various aspects of material 
characterization and fracture testing, rather than a unified and 
coherent treatise. The individual chapters sometimes overlap 
in the subject matter covered, and sometimes offer different 
opinions on the same subject, which might leave a student 
bewildered. This is, however, inevitable when individual 
chapters are prepared by different authors. The book, never­
theless, presents an outstanding exposition of the current 
research and the latest results. It is a reference volume which is 
highly recommended to researchers, teachers, and graduate 
students in the field of fracture mechanics, and it should prove 
useful to concrete engineers as well. 

Dynamics of Rotors — Stability and System Identifica­
tion. Edited by O. Mahrenholtz. Springer-Verlag, Wien New 
York, 1984. 511 pages. Price $37.40. 

REVIEWED BY S. L. HENDRICKS2 

This book contains the lecture notes presented at the course 
Dynamics of Rotors held at the International Center for 
Mechanical Sciences (CISM), Udine, in October, 1980. Con­
tributors include: J. Drechsler; L. Gaul, B. Grabowski; O. 
Mahrenholtz; R. Nordmann; Z. A. Parszewski; N. F. Rieger; 
V. Schlegel; and H. Springer. As a collection of lectures, the 
book is tutorial in nature and is presented without trying to in­
timidate, although some familiarity with the equations of 
rotor dynamics is assumed. The book begins with a lucid 
discussion of Modal Analysis. Later topics include: various 
types of bearings; sources of instabilities; rotor-support in­
teractions; balancing; vibration measurement; parameter 
identification; crack effects; turbine blades; and torsional 
vibrations. 

Part I - Modal Analysis in Rotor Dynamics. This section 
contains one paper which introduces the study of rotor 
dynamics via modal analysis. The matrices which describe the 
motion of rotating machinery are asymmetric and speed 
dependent. To decouple the equations of motion requires 
complex eigenvalues and eigenvectors. These are developed 
and the author gives a qualitative feel for their interpretation. 

Part II-Dynamic Behavior of Rotors. The ten papers 
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presented in this section begin with two papers which sketch 
how to calculate the forces in hydrodynamic journal bearings 
and tilting pad bearings. Six papers then address instabilities 
due to: internal energy dissipation; asymmetries (such as bear­
ing stiffnesses or inertias) which introduce time dependent 
parameters (solution by Floquet theory); fluid film bearings; 
gas seals; transverse-torsional coupling; and internal fluid 
flow. Particularly helpful are the two papers by Rieger (Ch. 
2.5 and 2.6) which give a concise history of these stability 
problems, explain quantitatively the physics of the instabilities 
using a simple rotor, and describe methods for suppression of 
instabilities. The section concludes with two papers on the in­
teraction of rotating machinery with the surrounding support 
structure/ground. 

Part III - Balancing of Flexible Rotors. This section con­
sists of a single paper which overviews the two methods for 
balancing: the modal approach; and the influence coefficient 
method. 

Part IV - Measurement and Identification. The six papers 
in this section begin with one on common vibration in­
struments and their uses on rotating machinery. The remain­
ing papers deal with various aspects of the identification pro­
blem (how to deduce from measurements what the hard to 
predict rotor parameters are). 

Part V - Miscellaneous Topics. This section contains the 
last three (unrelated) papers. The first deals with the dynamics 
of a rotor containing a crack. The question of how to 
recognize the existence of a crack from vibration 
measurements is addressed. The second gives a good summary 
of the complex problem of analysis of rotating turbine blades. 
The last paper deals with the problem of torsional vibrations. 

The tone of the whole book is one of instruction. The 
papers attempt to (and for the most part do) provide enough 
detail to serve as a quick reference to those working in one 
area of rotor dynamics who wish to familiarize themselves 
with some other aspect of this large field. It would also serve 
as an excellent primer for a vibrations engineer who wishes to 
learn rotor dynamics. Each paper contains adequate 
references for those wishing to delve deeper. 

Magneto-Solid Mechanics. By F. C. Moon. John Wiley, New 
York, 1984. 436 Pages. Price: $59.95. 

REVIEWED BY S. CHATTOPADHYAY3 

This is the first book of its kind that treats the engineering 
aspects of magnetic forces in deformable solids and structures. 
A number of magnetomechanical devices, such as supercon­
ducting magnets, levitated vehicles, magnetic mass drivers, 
and electromagnets have been considered. Traditional treat­
ment of this subject splits the analysis into a magnetic field 
solution and then into a structural mechanics problem. In this 
mode of design process, the interaction problem, such as 
magnetoelastic instabilities, is overlooked. This book ade­
quately meets that need and presents a comprehensive treat­
ment of the problem in monograph form. An essential con­
tribution of this book is to address the magnetoelastic in­
stabilities in magnets and magnetic devices-to understand 
their origins and how to analyze them. 

The book has a total of nine chapters. Chapter 1 is the in­
troductory chapter in which the essential physical concepts are 
introduced. The potential applications of magneto-solid 
mechanics to magnetic forming, fusion and MHD magnets 
and magnetic levitation are indicated. The chapter ends with a 
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brief historical review of the subject which is fairly com­
prehensive. In Chapter 2 the concepts of electromagnetic 
theory are reviewed. Basic equations of magneto-solid 
mechanics are presented in Chapter 3. After reviewing the 
electromagnetic forces in discrete circuits and on magnetized 
materials, the chapter moves on to a rational continuum ap­
proach. The equations of nonmagnetic elastic conductors are 
derived as a special constitutive assumption. The author 
comes up with a particularly interesting concept of 
magnetomechanical virial theorem, stated simply: depending 
on the structural failure criterion, there exists a lower bound 
on structural mass required to contain stored magnetic energy. 

Chapter 4 covers stress analysis of current-carrying struc­
tures. The methods of determination of magnetic fields and 
forces are presented. This is followed by various stress analysis 
techniques for solenoid magnets due to magnetic forces. The 
chapter ends with the concept of magnetic stiffness which 
depicts the dependence of magnetic forces on structural stiff­
ness. Chapter 5 presents a discussion of various 
magnetomechanical instabilities. Examples of static in­
stabilities such as buckling or divergence have been 
highlighted and the implications of Earnshaw's theorem for 
the design of magnet structures have been indicated. Chapter 6 
deals with the mechanics of superconducting structures. A 
notable feature is the treatment of the stored energy versus 
mass comparisons for a number of existing designs of MHD 
and fusion magnets. These comparisons are based on a 
magnetomechanical virial theorem developed in Chapter 3 and 
could lead to improved structural design of such magnets. 

Specific problems involving mechanics of ferromagnetic 
structures appear in Chapter 7. Included in this chapter are 
forces in electromagnet and permanent magnet circuits and 
the bending of ferroelastic plates and shells. Chapter 8 is in­
volved with the response of electrically conducting structures 
to time varying electromagnetic fields. Some important ap­
plications, such as the magnetic levitation of vehicles, linear 
induction motors, fusion reactors, and magnetic forming are 
presented. The final chapter provides good background infor­
mation on experimental techniques in magneto-solid 
mechanics. 

This book is definitely a great benefit to the engineering 
community. It is of particular interest to the designers of 
magnetomechanical devices, who have traditionally neglected 
the mutual interaction of electromagnetic theory and solid 
mechanics. This book illustrates how catastrophic some of the 
instabilities can be, unless some adequate measures are taken 
during the design process. Most of the material presented is 
based on the author's pioneering research in this area spann­
ing two decades and reflects his original scholarly contribution 
in this very important interdisciplinary field. This is an ex-
reference book for engineers and researchers involved with the 
analysis of magnetic forces and stress related problems in 
various electromagnetic devices. The material is presented in a 
lucid style, and a large number of illustrations add to the clari­
ty of presentation. There is an invaluable collection of for­
mulas, tables, and examples on magnetoelastic systems in this 
book. This book is highly recommended for researchers in 
magneto-solid mechanics as well as for engineers and applied 
physicists in peripheral disciplines. 

Finite Element Analysis of Shells of Revolution. By P.L. 
Gould. Pitman Publishing Inc., Marshfield, Mass., 1985. 210 
Pages. Price: $34.95. 

REVIEWED BY A. W. LEISSA4 

This book is aimed at those who desire to use finite element 
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methods to analyze the behavior of shells of revolution and, at 
the same time, wish to have a clear understanding of the 
methods. It is one of those books, too rarely seen, which 
simultaneously presents the fundamentals with sufficient rigor 
and clarity, and applies them to problems of unquestionable 
practical value. 

After a brief Introduction given in the first chapter, Chapter 
2 is devoted to laying out the basics of surface geometry; mid-
surface strains and curvature changes; stress resultants and 
moments; kinematic conditions; constitutive equations; boun­
dary conditions; and variational principles. All this is done in 
a format of matrix equations which is directly applicable to 
the finite element approach. Some practical considerations for 
subsequent application (e.g., the advantages of not employing 
the classical Kirchhoff hypothesis, even for thin shells) are 
also described. 

Chapter 3 is devoted to static displacement and stress 
analysis. First, stiffness matrices for shell ring elements are 
derived. Then global equilibrium equations are assembled in a 
standard manner. Methods of accommodating stiffness or in­
terrupting lattice frameworks ("open type elements") are 
discussed. The method is subsequently applied to a number of 
examples, such as: (1) hyperboloidal shells subjected either to 
seventh or one-hundredth harmonic (cos 70 and cos 1000) nor­
mal pressure loading, or wind loading; (2) cylindrical shells 
subjected to edge ring loads, thermal stressing or hydrostatic 
loading; (3) a cantilevered parabolic shell carrying its own 
weight; and (4) a pressurized cylindrical shell having a 
torospherical head. 

Chapters 4 and 5 continue with numerous other examples of 
dynamic and buckling analyses, respectively. Consistent mass 
and viscous damping element matrices are derived for the 
dynamic problems. Solutions are presented for free vibra­
tions, earthquake dynamic response, and wind load buckling, 
particularly of hyperboloidal cooling towers. Chapter 6 
describes how local irregularities (e.g., bulges, cutouts, pipe 
connections) which destroy the axisymmetric geometry of a 
shell of revolution, may be accommodated in the analysis. 

The finite element code, SHORE III, developed by the 
author and his students and used to obtain the above men­
tioned numerical results, along with the BOSOR code 
developed by Bushnell and others, are both described in 
Chapter 7. Additional results for cooling tower problems are 
presented. 

In the opinion of the reviewer this short (210 page) book is 
very useful for those who are involved in the analysis of the 
static, dynamic and buckling behavior of shells of revolution, 
such as cooling towers. For the more theoretically oriented 
person, it serves as a useful bridge to understand how shell 
theory may be applied in a reasonably rational manner to 
geometrically complicated problems. 

Shell Theory. By F. I. Niordson. North-Holland, Amsterdam, 
1985. 408 Pages. Price: $49.00. 

REVIEWED BY J. G. SIMMONDS5 

This is a first-rate book: comprehensive, authoritative, well-
written with a nice mixture of theory and practice, and timely 
(with one exception to be mentioned later). Each of its 17 
chapters, from "Tensor analysis" to the "Buckling of plates 
and shells," has an introduction and summary; this is good 
pedagogy. 

The first two chapters are concise but adequate summaries 
of the requisite tensor analysis needed in modern shell theory. 
(Beware: Niordson denotes the coefficients of the second fun­
damental form of a surface by da/i, though he is not the first 
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shell theorist - for no explicable reason — to tinker with the 
conventional symbol ba$.) Next comes a chapter on the 
kinematics of large deformation. Extensional and bending 
strains are defined, first, in terms of the differences between 
the first and second fundamental forms of the deformed and 
undeformed midsurface and then in terms of displacements; 
the discussion of rotations is limited to infinitesimal deforma­
tions. This is followed by a derivation of the equilibrium equa­
tions for a shell in which the integral equations of equilibrium 
of a three-dimensional, shell-like body are integrated through 
its deformed thickness. (To do so Niordson uses a set of nor­
mal coordinates that consist of material surface coordinates 
plus a spatial coordinate that measures distance along a nor­
mal to the deformed midsurface of the shell.) Here, as in the 
preceding chapters, Niordson follows a common practice and 
defines tensors in terms of their components, sometimes iden­
tifying the two. For example, on p. 79 he refers to a'J as the 
components of the three-dimensional stress tensor but on p. 81 
calls Nay the membrane stress tensor. A potential error in fail­
ing to maintain the logical distinction between a tensor and its 
components - an error that Niordson avoids - is to infer that a 
tensor must be symmetric if its components are. A good 
counter-example is the matrix of components of the unsym-
metric first Piola-Kirchhoff stress tensor, which is symmetric 
if referred to a naturally occurring basis consisting of the ten­
sor products of the deformed and undeformed base vectors of 
a set of material coordinates. 

Chapters 5 and 6, in my opinion, contain the clearest state­
ment in the literature of the role of the famous Kirchhoff 
hypothesis in shell theory. After formulating the Principle of 
Virtual Work for a three-dimensional continuum, Niordson 
imposes the Kirchhoff hypothesis on the virtual displacement 
field. As he says, " . . . i t should be stressed that by introduc­
ing these virtual displacements we make no assumption what­
soever regarding the true displacements." This produces a 
two-dimensional Virtual Work Principle in which the only 
strains that appear are the aforementioned extensional and 
bending strains. Conjugate to these strains are symmetric, 
modified stress resultants and couples that satisfy an exact set 
of equilibrium equations and boundary conditions. (In deriv­
ing boundary conditions, Niordson makes the tacit approx­
imation that the deformed edge of a shell-like body is a normal 
section to the deformed midsurface; unless fixed in a special 
way, an edge is usually regarded as the deformed image of a 
normal section to the undeformed midsurface.) 

The link between kinematics and kinetics is the constitutive 
relations. Niordson confines himself to shells that, from a 
three-dimensional viewpoint, are elastically isotropic and obey 
Hooke's Law. In an analysis admirable for its simplicity and 
persuasiveness, Niordson shows that the strain-energy density 
can be taken to be an uncoupled, quadratic function of the ex­
tensional and bending strains to within an error of 0(h/R + 
h2/L2), where h is the shell thickness, R is the smallest princi­
ple radius of curvature of the undeformed midsurface, and L 
is the characteristic wavelength of the deformation pattern. 
Here, I would have liked to have seen reference to the pioneer­
ing work of Hildebrand, Reissner, and Thomas (1949), Koiter 
(1959), and John (1965). Niordson completes his theoretical 
development of first-approximation shell theory with a 
chapter on the static-geometric analogy (valid only if the field 
equations are linearized). 

Chapters 9 and 14 and half of chapter 15 treat the linear 
theory of plates, membranes, shells of revolution, and shallow 
shells. Although much of this material may be found in other 
texts such as Kraus (1967), Novozhilov (1970, 2nd ed.), Fliigge 
(1973, 2nd ed.), or Seide (1975), Niordson's coverage is crisp 
and sprinkled with useful, illuminating calculations. His treat­
ment of the unsymmetrical vibrations of spherical shells is new 
and thorough and contains some beautiful pictures of mode 
shapes. I am also happy to see at last, in a textbook, the en-
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shrinement of the Morley-Koiter equations for the bending of 
circular cylindrical shells; without a doubt, these are the 
simplest possible displacement equations consistent with the 
inherent errors in first-approximation theory. (There are, for 
static problems, even simpler, alternative displacement-stress 
function equations that, thanks to the static-geometric duali­
ty, can be written in a compact, complex-valued form, as ex­
plained in a recent survey by Sanders (1983).) My only disap­
pointment in this middle part of the book is with the treatment 
of the axisymmetric bending of shells of revolution: it is out of 
date. E. Reissner's work (1950 onward) has superceded that of 
Meissner (1913) and the application of Langer's method 
(1935) of uniform asymptotic approximation by Clark (1950, 
1964), Naghdi and DeSilva (1954, 1955), Baker and Cline 
(1962), and Steele (1962 onward) has superceded the work of 
Geckeler (1926). 

The last part of the book touches on nonlinear problems. In 
the last half of Chapter 15 the nonlinear Donnell-Mushtari-
Vlasov equations are derived via order-of-magnitude 
arguments, but no examples are worked out. Chapter 16 ap­
plies the von Karman equations to several static and dynamic 
problems involving plates and membranes of rectangular and 
circular planform. The final chapter derives buckling equa­
tions for a general shell, assuming a membrane prebuckling 
state and using the method of adjacent equilibrium. The 
resulting equations are applied to a circular cylindrical shell 
under axial compression, and the important role of imperfec­
tions is discussed briefly. 

In summary, this book contains the best introduction to 
first-approximation shell theory that I know of and covers 
diverse applications in a clean, straightforward way. It would 
be an excellent text for a first-year graduate course. 

Elastic-Plastic Fracture Mechanics. Edited by L. H. Larsson. 
D. Riedel Publshing Company, Dordrecht, Holland, 1985. 
527 Pages. Price: $64.00. 

REVIEWED BY A. S. DOUGLAS6 

This volume contains the edited proceedings of the 4th Ad­
vanced Seminar on Fracture Mechanics, held at the Joint 
Research Center, Ispra, Italy, in October, 1983. The authors 
can all be considered among Europe's foremost researchers in 
the area of ductile fracture, and Dr. Larsson has put together 
a good balance of relevant work which constitutes excellent 
material for both researchers and practitioners in this field. 
There are 13 technical papers, some of which include par-
ticulary good reviews of that author's previous work, four 
workshops (on the applications of different fracture evalua­
tion methods) and the introduction and conclusion. These ar­
ticles represent the (then) state of the art in the basis and use of 
fracture criteria (including J and COD), micromechanisms of 
ductile growth and of ductile fracture design methodology. 

The article by Nilsson and Brikstad on dynamic fracture is a 
particulary well researched and referenced paper dealing with 
both impact loading and rapidly propagating cracks in ductile 
materials. The shadow optical method of caustics and its ap­
plication to dynamic fracture is well described in the article by 
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Kalthoff, who also provides a good review of his excellent past 
work. 

The four workshops detail the background to, and use of, 
four different fracture evaluation techniques. The first is the 
CEGB procedure, which cites six illustrative examples, fol­
lowed by the EPRI method, the COD method and the EnJ 
criterion. All have at least one case study or example problem 
with discussion to illustrate the use of the method and the 
results (such as sensitivity studies) which can be drawn 
therefrom. 

Introduction to Applied Mathematics. By G. Strang. 
Wellesley-Cambridge Press, Wellesley, MA, 1986. 758 Pages. 
Price: $39.00. 

REVIEWED BY L. B. FREUND7 

This book is intended to serve as a text for a course dealing 
with methods of applied mathematics at the advanced 
undergraduate or introductory graduate level. The general 
subject matter covered is usually taught under the heading of 
methods of applied mathematics or advanced calculus or 
engineering analysis. Professor Strang opens the Preface of 
his book with the statement. "I believe that the teaching of ap­
plied matematics needs a fresh approach." He argues that the 
way in which mathematical concepts are applied to solve 
physical problems continues to change, due to the availability 
of computers and the types of problems being addressed. He 
succeeds admirably in conveying the vitality of applied 
mathematics, as well as his own enthusiasm for the subject. 

Most of the topics normally identified with the subject at 
this level have been included, such as linear algebra and matrix 
theory, ordinary differential equations, introductory partial 
differential equations, calculus of variations, Fourier series 
and orthogonal functions, functions of a complex variable 
and complex integration, and so on. In addition, some not-so-
traditional topics have been included, such as the finite ele­
ment method, fast Fourier transforms, network theory, shock 
waves and solitons, chaotic motion of dynamic systems, and 
linear programming and optimization. The common theme 
through all topics is the development of either differential 
equations or matrix equations as models for physical systems, 
along with the means of using mathematics to draw conclu­
sions of consequence about these systems. The many parallels 
between the differential equations and matrix equations are 
emphasized to great advantage, and geometrical arguments 
are used effectively to make certain points or to illustrate cer­
tain ideas. 

The book includes eight chapters with the following titles: 
Symmetric Linear Systems, Equilibrium Equations, 
Equilibrium in the Continuous Case, Analytical Methods, 
Numerical Methods, Initial-Value Problems, Network Flows 
and Combinatorics, and Optimization. Each section (there are 
five or six sections per chapter) is followed by an extensive list 
of exercises, and answers to selected exercises are listed at the 
back of the book. The topics introduced are treated quite 
thoroughly, and there is more than enough material for a full 
year course. Overall, the book is highly recommended, both as 
a text and as a general introduction to the topics covered. 
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shrinement of the Morley-Koiter equations for the bending of 
circular cylindrical shells; without a doubt, these are the 
simplest possible displacement equations consistent with the 
inherent errors in first-approximation theory. (There are, for 
static problems, even simpler, alternative displacement-stress 
function equations that, thanks to the static-geometric duali­
ty, can be written in a compact, complex-valued form, as ex­
plained in a recent survey by Sanders (1983).) My only disap­
pointment in this middle part of the book is with the treatment 
of the axisymmetric bending of shells of revolution: it is out of 
date. E. Reissner's work (1950 onward) has superceded that of 
Meissner (1913) and the application of Langer's method 
(1935) of uniform asymptotic approximation by Clark (1950, 
1964), Naghdi and DeSilva (1954, 1955), Baker and Cline 
(1962), and Steele (1962 onward) has superceded the work of 
Geckeler (1926). 

The last part of the book touches on nonlinear problems. In 
the last half of Chapter 15 the nonlinear Donnell-Mushtari-
Vlasov equations are derived via order-of-magnitude 
arguments, but no examples are worked out. Chapter 16 ap­
plies the von Karman equations to several static and dynamic 
problems involving plates and membranes of rectangular and 
circular planform. The final chapter derives buckling equa­
tions for a general shell, assuming a membrane prebuckling 
state and using the method of adjacent equilibrium. The 
resulting equations are applied to a circular cylindrical shell 
under axial compression, and the important role of imperfec­
tions is discussed briefly. 

In summary, this book contains the best introduction to 
first-approximation shell theory that I know of and covers 
diverse applications in a clean, straightforward way. It would 
be an excellent text for a first-year graduate course. 

Elastic-Plastic Fracture Mechanics. Edited by L. H. Larsson. 
D. Riedel Publshing Company, Dordrecht, Holland, 1985. 
527 Pages. Price: $64.00. 

REVIEWED BY A. S. DOUGLAS6 

This volume contains the edited proceedings of the 4th Ad­
vanced Seminar on Fracture Mechanics, held at the Joint 
Research Center, Ispra, Italy, in October, 1983. The authors 
can all be considered among Europe's foremost researchers in 
the area of ductile fracture, and Dr. Larsson has put together 
a good balance of relevant work which constitutes excellent 
material for both researchers and practitioners in this field. 
There are 13 technical papers, some of which include par-
ticulary good reviews of that author's previous work, four 
workshops (on the applications of different fracture evalua­
tion methods) and the introduction and conclusion. These ar­
ticles represent the (then) state of the art in the basis and use of 
fracture criteria (including J and COD), micromechanisms of 
ductile growth and of ductile fracture design methodology. 

The article by Nilsson and Brikstad on dynamic fracture is a 
particulary well researched and referenced paper dealing with 
both impact loading and rapidly propagating cracks in ductile 
materials. The shadow optical method of caustics and its ap­
plication to dynamic fracture is well described in the article by 
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Kalthoff, who also provides a good review of his excellent past 
work. 

The four workshops detail the background to, and use of, 
four different fracture evaluation techniques. The first is the 
CEGB procedure, which cites six illustrative examples, fol­
lowed by the EPRI method, the COD method and the EnJ 
criterion. All have at least one case study or example problem 
with discussion to illustrate the use of the method and the 
results (such as sensitivity studies) which can be drawn 
therefrom. 

Introduction to Applied Mathematics. By G. Strang. 
Wellesley-Cambridge Press, Wellesley, MA, 1986. 758 Pages. 
Price: $39.00. 

REVIEWED BY L. B. FREUND7 

This book is intended to serve as a text for a course dealing 
with methods of applied mathematics at the advanced 
undergraduate or introductory graduate level. The general 
subject matter covered is usually taught under the heading of 
methods of applied mathematics or advanced calculus or 
engineering analysis. Professor Strang opens the Preface of 
his book with the statement. "I believe that the teaching of ap­
plied matematics needs a fresh approach." He argues that the 
way in which mathematical concepts are applied to solve 
physical problems continues to change, due to the availability 
of computers and the types of problems being addressed. He 
succeeds admirably in conveying the vitality of applied 
mathematics, as well as his own enthusiasm for the subject. 

Most of the topics normally identified with the subject at 
this level have been included, such as linear algebra and matrix 
theory, ordinary differential equations, introductory partial 
differential equations, calculus of variations, Fourier series 
and orthogonal functions, functions of a complex variable 
and complex integration, and so on. In addition, some not-so-
traditional topics have been included, such as the finite ele­
ment method, fast Fourier transforms, network theory, shock 
waves and solitons, chaotic motion of dynamic systems, and 
linear programming and optimization. The common theme 
through all topics is the development of either differential 
equations or matrix equations as models for physical systems, 
along with the means of using mathematics to draw conclu­
sions of consequence about these systems. The many parallels 
between the differential equations and matrix equations are 
emphasized to great advantage, and geometrical arguments 
are used effectively to make certain points or to illustrate cer­
tain ideas. 

The book includes eight chapters with the following titles: 
Symmetric Linear Systems, Equilibrium Equations, 
Equilibrium in the Continuous Case, Analytical Methods, 
Numerical Methods, Initial-Value Problems, Network Flows 
and Combinatorics, and Optimization. Each section (there are 
five or six sections per chapter) is followed by an extensive list 
of exercises, and answers to selected exercises are listed at the 
back of the book. The topics introduced are treated quite 
thoroughly, and there is more than enough material for a full 
year course. Overall, the book is highly recommended, both as 
a text and as a general introduction to the topics covered. 
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